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ABSTRACT

Horizon picking is a fundamental and crucial step for seismic interpretation, but it remains a time-consuming task. Although various automatic methods have been developed to extract horizons in seismic images, most of them may fail to pick horizons across discontinuities such as faults and noise. To obtain more accurate horizons, we have developed a dynamic programming algorithm to efficiently refine manually or automatically extracted horizons so that they can more accurately track reflectors across discontinuities, follow consistent phases, and reveal more geologic details. In this method, we first compute an initial horizon using an automatic method, manual picking, or interpolation with several control points. The initial horizon may not be accurate, and it only needs to follow the general trend of the target horizon. Then, we extract a subvolume of amplitudes centered at the initial horizon and meanwhile flatten the subvolume according to the initial horizon. Finally, we use the dynamic programming to efficiently pick the globally optimal path that passes through the global maximum or minimum amplitudes in the subvolume. As a result, we are able to refine the initial horizon to a more accurate horizon that follows consistent amplitude peaks, troughs, or zero crossings. Because our method does not strictly depend on the initial horizon, we prefer to directly interpolate an initial horizon from a limited number of control points, which is computationally more efficient than automatically or manually picking an initial horizon. In addition, our method is convenient to interactively implement to update the horizon while editing or moving the control points. More importantly, these control points are not required to be exactly placed on the target horizon, which makes the human interaction highly convenient and efficient. We develop our method with multiple 2D and 3D field examples that are complicated by noise, faults, and salt bodies.

INTRODUCTION

Extracting horizons from seismic images is one of the fundamental steps for geophysical interpretation. Seismic horizons are considered to be matched with stratal surfaces of constant geologic time, which represent geologically synchronous surfaces (Vail et al., 1977). Therefore, horizons can be used to construct a chronostratigraphic model (e.g., Labrunye et al., 2009; Labrunye and Carn, 2015). They are important for identifying structural and stratigraphic features (Qayyum et al., 2018) because faults (e.g., Wang and AlRegib, 2014; Wang et al., 2014), channels (Hale, 2009), unconformities (Bugge et al., 2018), and the boundaries of salt bodies (e.g., Shafiq et al., 2015; Wang et al., 2015c; Shafiq and AlRegib, 2016) can be indicated by discontinuities or terminations of horizons. They can be used to analyze ancient depositional environments and geomorphic features (Posamentier et al., 2007). Besides, high-density sets of horizons, usually called horizon cubes (de Groot et al., 2010), are also significant for generating the Wheeler diagram (e.g., Qayyum et al., 2015, 2017), which is one of the key methodologies for sequence stratigraphic interpretation (Qayyum et al., 2012).

Manually picking seismic horizons is time-consuming because seismic images can be huge (especially in 3D) and complex. To solve this problem, many types of automatic or semiautomatic methods have been developed to more efficiently extract horizons. One type of method is based on waveform similarities (e.g., Borgos et al., 2003; Lacaze and Valding, 2009), in which they use the coherence or correlation between neighboring traces to track horizons. These methods often follow small variations in structure and are locally optimal, and therefore are effective in revealing detailed structures. However, these methods may fail to extract consistent horizons while passing through some discontinuities, including noise and faults (Dorn, 2011).
Another type of method is to compute the relative geologic time (RGT) values with some techniques and then extract the RGT contours to obtain horizons (e.g., Stark, 2005; Wu and Zhong, 2012). These methods are globally optimal but often generate smooth horizons that lack detailed geologic information. In addition, significant human interaction is required to deal with seismic discontinuities including faults and unconformities.

The most commonly used type is the slope-based methods (e.g., Fomel, 2010; Parks, 2010; Di et al., 2018; Lou et al., 2019) or normal vectors (Luo and Hale, 2013) of seismic reflectors. Seismic reflection slopes can also be obtained through computing the structure tensor (e.g., Bakker et al., 1999; Bakker, 2002; Fehmers and Höcker, 2003; Hale, 2009; Morelatto and Bilotti, 2013) or using the plane-wave destruction method (e.g., Fomel, 2002; Phillips and Fomel, 2016). These slope-based methods are indeed robust for noise, but they fail to reveal detailed geologic structures due to averaging the local features. Some other slope-based methods, using semblance scanning (e.g., Marfurt et al., 1998; Marfurt, 2006), dynamic image warping (e.g., Hale, 2013; Arias, 2016), and 2D log-Gabor filtering (Yu et al., 2013), are effective only when reflectors are laterally continuous.

Many slope-based methods cannot pick correct horizons across a fault (e.g., Lomask et al., 2006; Parks, 2010; Wu and Hale, 2013, 2015; Zinck et al., 2013; Monniron et al., 2016) because slopes cannot follow correct reflectors across faults. To handle this issue, some methods remove the faults from a seismic image (e.g., Luo and Hale, 2013; Wu et al., 2016) before extracting horizons or they extract horizons by using manual control points (often placed on the opposite sides of a fault) as constraints (Wu and Hale, 2015). Some methods are proposed to extract horizons without removing faults, where computing multigrid correlations (Wu and Fomel, 2018) and nonlocal matching of seismic traces (Bugge et al., 2019) help track the corresponding reflections passing through a fault. Some other methods formulate horizon extraction as the problem of solving an inhomogeneous anisotropic Poisson equation with faults as interior boundaries (e.g., Wang et al., 2015a, 2015b).

In our study, we propose a method with the dynamic programming algorithm (e.g., Bellman and Dreyfus, 1962; Cormen et al., 2001) to effectively and efficiently extract horizons from seismic images. In our method, we start with an initial horizon that can be manually interpreted, automatically picked, or interpolated from several control points. Such an initial horizon is often not accurate enough to follow consistent phases (peaks, troughs, or zero crossings) or consistent reflections across discontinuities (faults or noise). We then refine or correct the horizon by using the dynamic programming to search for the globally optimal path (two dimensions) or surface (three dimensions) in a depth or time window centered at the initial horizon. In the following sections, we first introduce the conventional horizon extraction methods, including manual interpretation and the automatic algorithm using local slopes. Meanwhile, we display some 2D and 3D data to illustrate the potential problems of these methods. Then, we describe how dynamic programming optimizes the result in these data. In addition, we discuss the influence of the number and location of control points on our method. Finally, to demonstrate the feasibility of our method, we show more 3D applications and compare the results between three methods with only slopes, local slopes and multigrid correlations, and our proposed method, respectively.

CONVENTIONAL HORIZON EXTRACTION

Manually picking horizons not only requires a lot of time and effort, but it is also highly subjective due to human factors. Therefore, different automatic methods have been developed, which can be divided into three categories: amplitude-based methods, slope-based methods, and methods with RGT. Slope-based methods are ones most commonly used to extract horizons by following reflection slopes, which are also used in this study as comparisons.

Manual horizon extraction

Manually interpreting seismic horizons is highly time-consuming and labor-intensive, especially in 3D. To save time, interpreters often sparsely interpret only a limited number of inline and crossline sections on a coarse grid and then pick the rest of the sections by tracking the consistent amplitudes. However, these methods are usually rough and only follow local changes. In addition, it is highly subjective when passing through noise and discontinuities. A common method is based on autocorrelation to interpolate the picked lines, which tracks amplitude changes trace by trace. In general, the accuracy and resolution of manually interpreted horizons are often limited.

Figure 1b shows a horizon surface that is manually interpreted in a subset (500 [inline] × 330 [crossline] × 300 [depth] samples) of the 3D Volve seismic data set shown in Figure 1a. The Volve data set is acquired in the central part of the North Sea, and it is kindly made public by Equinor (2018).

The yellow arrows denote the horizon of troughs that we expect to extract. We observe that the manually interpreted horizon surface (provided along with the seismic data) does not follow a consistent phase and jumps between the peaks and troughs frequently because the color (denotes amplitude) variation is obvious as shown on the surface. Besides, some artifacts of square patterns are observed on the surface, which is probably due to the interpolation from sparsely interpreted inline and crossline slices. Such interpolation typically blurs structures and reduces accuracy. To improve or refine the manually interpreted horizon, we use the proposed...
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Automatic method with slopes/dips

For the conventional automatic methods, we mainly introduce the commonly used slope-based method in this study. The slope can be estimated by various methods, such as plane-wave destruction (Fomel, 2002), structure tensors (e.g., Bakker et al., 1999; Fehmers and Höcker, 2003; Hale, 2009; Morelatto and Biloti, 2013), and semblance scanning (e.g., Marfurt et al., 1998; Marfurt, 2006).

In this study, we first estimate seismic normal vectors \( \mathbf{u}(x) \) using structure tensors (e.g., Hale, 2009; Wu and Fomel, 2018), which are perpendicular to seismic reflections. The normal vectors are unit vectors containing the vertical, inline, and crossline components, denoted by \( u_0(x) \), \( u_1(x) \), and \( u_2(x) \), respectively. Then, we use the following equations to calculate the inline and crossline slopes:

\[
p(x) = -\frac{u_2(x)}{u_1(x)} \quad \text{and} \quad q(x) = -\frac{u_3(x)}{u_1(x)}.
\]

Then, we can find a target horizon \( z(x) \) using the slope-based method by matching horizon slopes and the preestimated reflection slopes with the least-squares method (e.g., Parks, 2010; Wu and Hale, 2013, 2015):

\[
\begin{bmatrix}
w(x, z(x)) \frac{\partial z(x)}{\partial x} \\
\mu \frac{\partial^2 z(x)}{\partial x^2}
\end{bmatrix} \approx \begin{bmatrix} w(x, z(x))p(x, z(x)) \\
0
\end{bmatrix},
\]

where \( w(x, z) \) is used to measure the quality of the computed reflection slopes, which satisfies \( 0 \leq w(x, z) \leq 1 \). The second equation is used to smooth the target horizon \( z(x) \) as a regularization constraint. The small constant \( \mu \) is to balance the regularization and slope-based equations, for example, \( \mu = 0.001 \).

We can readily extend equation 2 to 3D seismic images to extract a horizon surface \( z(x, y) \):

\[
\begin{bmatrix}
w(x, y, z) \frac{\partial z(x, y)}{\partial x} \\
w(x, y, z) \frac{\partial z(x, y)}{\partial y} \\
\mu \left( \frac{\partial^2 z(x, y)}{\partial x^2} + \frac{\partial^2 z(x, y)}{\partial y^2} \right)
\end{bmatrix} \approx \begin{bmatrix} w(x, y, z)p(x, y, z) \\
w(x, y, z)q(x, y, z) \\
0
\end{bmatrix},
\]

where \( p(x, y, z) \) and \( q(x, y, z) \) denote the preestimated inline and crossline reflection slopes at the horizon surface \( z(x, y) \), respectively.

In equations 2 and 3, the right side slopes \( p \) and \( q \) depend on the horizon \( z(x) \) (two dimensions) or \( z(x, y) \) (three dimensions) to be solved, which indicates that these equations are nonlinear. Therefore, these slope-based methods need to start with an initial horizon and then iteratively refine the horizon until the slopes of the target horizon fit the preestimated slopes at the positions of the horizon. The initial horizon is typically interpolated from some predefined control points. If there is only one control point, then the initial horizon is a horizontal line (two dimensions) or plane (three dimensions) passing through the control point.

Figure 2b shows a slope-based horizon that is extracted by solving equation 1 with one control point (the red circle). This horizon follows the general structure trend, but it fails to track consistent phases. It jumps from peaks to troughs (denoted by the yellow arrow in Figure 2b) when it goes across the small fault. To address this problem, we propose a new method with the dynamic programming algorithm to update or refine the horizon in Figure 2c, in which the refined horizon more consistently follows the amplitude peaks.

We further display a 3D example in Figures 3 and 4, in which the horizons are displayed by amplitude and time, respectively. The yellow arrows (indicate the troughs) in both figures denote the target horizon that is supposed to be picked properly. The horizon surface (Figure 3b) extracted by the slope-based method (equation 2) jumps between peaks and troughs because we can observe obvious color variations on the surface. In addition, this horizon surface is smooth and therefore the geologic details on the surface are blurred. The horizon refined by our method in Figure 3c is colored blue almost everywhere, which displays more consistent phase and detailed structures, such as channels denoted by the white arrow. In addition, the small structures and channels are readily apparent in the time-colored horizon (Figure 4c).

Because the above automatic method with only slopes often cannot accurately track consistent horizons passing through discontinuities as displayed in Figures 2b and 3b, Wu and Fomel (2018) improve the method by taking into account the spatially global constraint. In this method, coarse grid correlations are introduced to additionally constrain equations 2 and 3. This constraint is helpful for tracking horizons across discontinuities. More detailed information can be found in Wu and Fomel (2018). In our study, we will use these two methods (the one with only slopes and the one with the slope and multigrid correlations) as benchmarks to demonstrate the performance of our proposed method based on dynamic programming. However, our method is not based on these previously published methods.

HORIZON REFINEMENT

To extract more accurate horizons as shown in Figures 1c, 2c, 3c, and 4b, we propose an efficient horizon refinement method with dynamic programming (e.g., Bellman and Dreyfus, 1962; Cormen et al., 2001; Hale, 2013). In this method, we first start with an initial horizon that can be obtained by manual interpretation, the slope-based methods, or interpolation algorithms. Then, we update it to a more accurate horizon with dynamic programming.

2D horizon refinement

In the extracting horizons problem, we can assume a horizon consistently passes amplitude peaks, troughs, or zero crossings.
Therefore, we formulate our task of tracking a seismic horizon as a problem of finding the globally minimum or maximum path (two dimensions) or surface (three dimensions) in a seismic amplitude image and propose to solve the problem by using a modified dynamic programming algorithm. Dynamic programming is widely used to effectively and efficiently solve for global optimization problems (Cormen et al., 2001).

Figure 5 shows our proposed workflow of using the dynamic programming algorithm to refine a 2D horizon. In this workflow, we start with an initial horizon (the yellow curve in Figure 5a) that is automatically computed with one control point (the red circle in Figure 5a) by using the slope-based method (equation 2). This initial horizon is close to the target horizon of amplitude troughs (colored in black in the background seismic image), but it does accurately follow the troughs and therefore is required to be improved or refined, especially for the right part of the horizon. Such an initial horizon in our refinement workflow only needs to be close to the target horizon and therefore can be a rough interpretation that can also be easily obtained by interpolation or manual interpretation with a limited number of control points. With such an initial horizon, we then extract a small seismic image section in a window that is vertically centered at the initial horizon. To improve the computational efficiency, such a vertical window (denoted by the vertical red lines in Figure 5a) is typically chosen be as narrow as necessary but should include the target horizon to be extracted. Figure 5b shows the seismic section extracted in the vertical window (with 21 samples in total in the vertical direction) and flattened according to the initial horizon.

In this flattened seismic section (Figure 5b), the yellow arrows denote the target horizon. The target horizon can be considered as the minimum path passing through most amplitude troughs (colored in black in Figure 5b) from left to right. Therefore, we extract the target horizon by solving the following global minimization problem:
where $i$ and $j$ represent the horizontal and vertical axes, respectively, $g[i,j]$ indicates a path from left to right, and $g[i, j]$ is defined as a function of the seismic amplitude image $a[i, j]$ as follows:

$$g[i, j] = \begin{cases} 
a[i, j], & \text{pick a horizon of troughs} 
-a[i, j], & \text{pick a horizon of peaks} 
|a[i, j]|, & \text{pick a horizon of zero crossings} 
\end{cases}$$  \hspace{1cm} (5)$$

With such a definition, we make sure that the target horizon of troughs, peaks, or zero crossings is a minimum path in the input image $g[i, j]$.

The second part of the objective function (equation 4) represents the slope constraint imposed on the path to be computed. In solving this constrained minimization problem, we aim to find the target horizon as the global minimum path such that the total summation of the amplitude values on the path is minimized. In the flattened seismic image, the target horizon should be smooth and almost flat; therefore, we typically use a small slope constraint (e.g., $\varepsilon = 0.25$) in finding the optimal path. To solve this constrained nonlinear minimization problem, we use a modified dynamic programming algorithm (Hale, 2013) with three steps of nonlinear smoothing, forward accumulation, and backward tracking.

**Nonlinear smoothing**

As shown in Figure 5b, the minimum path to be picked in the input image $g[i, j]$ is not obvious and many local low-amplitude samples do not correspond to the target horizon or the minimum path in the middle (denoted by the yellow arrow in Figure 5b). Picking the minimum path is still not trivial. To further highlight the minimal path, we apply a nonlinear smoothing processing (Hale, 2013) to enhance the low amplitudes corresponding to the minimal path but eliminate the locally low amplitudes that are unrelated to the path. The nonlinear smoothing is a combination of forward and backward nonlinear accumulation applied to the input image $g[i, j]$. The forward accumulation with a slope constraint $|j[i + 1] - j[i]| \leq \varepsilon$ is expressed as shown in equation 6:

$$f[0, j] = g[0, j],$$

$$f[i, j] = g[i, j] + \min \begin{cases} 
f[i - d, j - 1] + \sum_{k=i-d+1}^{i-1} g[k, j - 1] 
\quad f[i - 1, j] 
\quad f[i - d, j + 1] + \sum_{k=i-d+1}^{i-1} g[k, j + 1] 
\end{cases}$$  \hspace{1cm} (6)

for $i = 1, 2, \ldots, N - 1$, where $f[i, j]$ is the output by accumulating the minimum value in a local window at every sample. The term $d$ is the integer that is closest to $1/\varepsilon$, which defines the lateral window in searching for the locally minimum accumulation at every sample. Similarly, the backward accumulation with the constraint $|j[i + 1] - j[i]| \leq \varepsilon$ is expressed as shown in equation 7:

$$b[N - 1, j] = g[N - 1, j],$$

$$b[i, j] = g[i, j] + \min \begin{cases} 
b[i + d, j - 1] + \sum_{k=i+d-1}^{i-1} g[k, j - 1] 
\quad b[i + 1, j] 
\quad b[i + d, j + 1] + \sum_{k=i+d-1}^{i-1} g[k, j + 1] 
\end{cases}$$  \hspace{1cm} (7)

for $i = N - 2, N - 3, \ldots, 0$.

Either the forward or backward accumulations can be regarded as the smoothness of $g[i, j]$ in the forward and backward directions, respectively.

By combining the forward and backward accumulations of the input image, we obtain a two-sided nonlinear smoothing result as follows:

$$s[i, j] = f[i, j] + b[i, j] - g[i, j],$$  \hspace{1cm} (8)$$

where the input image $g[i, j]$ is subtracted because it has been added in the forward and reverse accumulations. After the nonlinear smoothing in Figure 5b, we obtain the smoothed output (Figure 5c) where the minimum path (or target horizon) is significantly enhanced, whereas the locally low amplitudes away from the path are suppressed. Therefore, picking the minimum path in Figure 5c is much more straightforward than in Figure 5b.

**Forward accumulation and backtracking**

To pick the minimum path from the smoothed image $s[i, j]$, we apply another forward accumulation to $s[i, j]$ to obtain an accumulated image $c[i, j]$ (the background image in Figure 5d) from which we then backtrack the minimum path $j[i]$ as follows:

$$j[N - 1] = \arg \min_j c[N - 1, j],$$

$$l = j[i],$$

$$j[i - 1] = \arg \min_{l-1, l+1} \begin{cases} 
c[i - d, l - 1] + \sum_{k=i-d+1}^{l-1} c[k, l - 1] 
\quad c[i - 1, l] 
\quad c[i - d, l + 1] + \sum_{k=i-d+1}^{l+1} c[k, l + 1] 
\end{cases}$$  \hspace{1cm} (9)

for $i = N - 1, N - 2, \ldots, 1$.

The green curve in Figure 5d shows the picked minimum path. Furthermore, we map the picked minimum path from the flattened space back to the original space and obtain the final horizon as shown as the green curve in Figure 5e. By applying this 2D horizon refinement workflow, we effectively and efficiently update the initial horizon (the yellow curve in Figure 5e) to more accurately follow the nearby target horizon. Figure 2c shows another example of using the workflow to effectively refine a horizon of amplitude peaks.

**3D horizon surface refinement**

As the dynamic programming is inherently a 2D algorithm, we need some modifications to make it applicable to extract the minimum surface for 3D horizon surface refinement. Figure 6 shows the workflow of using dynamic programming in refining a 3D seismic horizon surface. Similar to the 2D horizon refinement, we again...
start with an initial horizon surface (Figure 6a), which is close to the nearby target horizon but is not accurate enough because we can still observe significant amplitude or color variations on the surface.

Figure 6b shows the 3D seismic amplitude image flattened according to the initial horizon surface. In this flattened seismic image, the target horizon is considered as the surface passing through minimum seismic amplitudes as colored by the red in the middle of the image. Therefore, we pick the target horizon \( j[i, k] \) by solving the following constrained minimization problem:

\[
E_2 = \arg \min_{j[i, k]} \sum_{i=1}^{N} \sum_{k=1}^{M} g[i, k, j[i, k]],
\]

s.t. \( |j[i + 1, k] - j[i, k]| \leq \epsilon \)

and \( |j[i, k + 1] - j[i, k]| \leq \epsilon \),

(10)

where \( g[i, k, j] \) is the input amplitude image as defined in equation 5. The term \( \epsilon \) is a constant number \( (0 \leq \epsilon \leq 1) \), which provides the slope constraints (in the \( i \)-axis and \( k \)-axis directions) in picking the minimum surface \( j[i, k] \). In the flattened seismic image (flattened according to the initial horizon), the target horizon should be smooth and almost flat because the initial horizon is typically close to the target horizon. Therefore, we typically define a small slope constraint (e.g., \( \epsilon = 0.25 \)) to pick a smooth surface with small slopes in the \( i \)-axis and \( k \)-axis directions.
Automatically picking the target minimum surface, directly from the flattened seismic image (Figure 6b), is still not straightforward because of the noise, discontinuities, and local minimum amplitudes around the target surface in the seismic image. Similar to the 2D minimal path picking, we apply the 2D nonlinear smoothing (equation 8) to the 3D seismic image in all i−j sections and obtain a smoothed image in Figure 6c in which the target minimal surface is significantly enhanced, especially in the i−j sections. We further apply the 2D nonlinear smoothing to all k−j sections to obtain the finally smoothed image (Figure 6d) in which the target minimal surface is much more obvious than the one in the original seismic image (Figure 6b). From this smoothed image, we further pick the minimal surface as a set of 2D minimal paths by using a combination of forward accumulation (equation 6) and backtracking (equation 9). By applying nonlinear smoothing, we have imposed the slope constraints in the i-axis and k-axis directions to ensure that the minimal surface is smooth in both directions. Therefore, we can pick the 2D minimal paths in either the i−j sections or the k−j sections, which will form a consistent and smooth surface (Figure 6e). Finally, we map the picked minimal surface from the flattened space back to the original space to obtain the finally updated or refined horizon surface as shown in Figure 6f. The amplitudes colored on the refined horizon surface (Figure 6f) are more consistent than the initial horizon (Figure 6a), which indicates that the refined horizon is more accurate.

The results in Figures 1c and 3c demonstrate the effectiveness of the proposed workflow to refine a horizon surface interpreted by manual and automatic picking, respectively. To further analyze its performance, Figure 7 shows a 2D slice view extracted from Figure 3 in the inline-depth direction. In Figure 7b, the horizon obtained by the dynamic programming (the red curve) follows more consistent peaks than the one obtained by the slope-based method (the green curve).

**MORE 3D APPLICATIONS**

To further demonstrate the feasibility of the developed method, we verify our method in another 3D example (Figure 8) and we compare the results obtained by methods with only slopes (Fomel, 2010), local slopes and multigrid correlations (Wu and Fomel, 2018), and dynamic programming.

We apply our method to the same data used in Wu and Fomel (2018). Figure 8 indicates a 3D seismic image from the Netherlands offshore F3 block seismic data with size of (951,550,242) samples in the inline, crossline, and depth directions. This image contains complex structures, such as a large fault (white line) and salt bodies. The yellow and black arrows in Figure 8, respectively, denote the first and second horizons we want to extract.

In Figure 9, we use the three methods to pick the horizon that is denoted by the yellow arrows in Figure 8 with two control points (denoted by the green squares). We expect the picked horizon to follow the amplitude troughs. Therefore, the horizon surface, colored by the amplitudes, is expected to display consistent red colors. The horizon obtained by the automatic method with only slopes (Figure 9a) shows an inconsistent phase, in which the inconsistent colors on the extracted horizon surface suggest that it jumps between peaks (blue) and troughs (red). This is probably because the horizon passes through a lot of small faults but the local slopes fail to follow reflections dislocated by the faults. Figure 9b displays the horizon calculated by the method with local slopes and multigrid correlations. This indicates that this method improves the picked horizon in most areas. However, we still observe some phase or color variation near the large fault as denoted by the black arrow in Figure 9b. Figure 9c shows the refined horizon using dynamic programming with Figure 9a as the initialization. The picked horizon surface shows consistent troughs and exhibits a red color almost everywhere. In addition, the computational cost of this method is far less than the other two methods (Figure 11) because our proposed dynamic programming can use the interpolation to calculate the initial horizon to replace the slope-based step in the other two methods.
In Figure 10, we select four control points (the green squares) to pick the horizon that is denoted by the black arrows in Figure 8. This horizon is more complex including a large fault (the white line) and some salt bodies as shown in the image. Figure 10a displays the extracted horizon by the method with only slopes. We select the control points on amplitude troughs, so the accurate horizon is supposed to be in red everywhere. However, the blue color on the picked surface suggests that the horizon cannot follow consistent phases and tracks incorrect positions to the peaks. Figure 10b shows the result by the method with local slopes and multigrid correlations, where the horizon is red almost everywhere. Similarly, the horizon obtained by the dynamic programming in Figure 10c exhibits consistent troughs as well. This indicates that both methods
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Figure 9. The first horizon from the 3D image (Figure 8) is extracted by methods with (a) only slopes, (b) local slopes and multigrid correlations, and (c) dynamic programming, respectively. For all three methods, we use two control points (the green squares). (c) The horizon surface obtained by the dynamic programming follows more consistent troughs than those in (a and b) because it is visually more consistently colored in red. In addition, the proposed dynamic programming method is much more efficient than the other two methods.
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Figure 10. The second horizon from 3D image (Figure 8) is extracted by methods with (a) only slopes, (b) local slopes and multigrid correlations, and (c) the dynamic programming, respectively. We use four control points (the small green cubes) for all three methods. The refined horizon in (c) exhibits comparable performance in comparison with the horizon in (b) and is significantly improved compared to the one in (a).
in Figure 10b and 10c can obtain comparable results across faults and salt bodies.

Figure 11 shows a quantitative comparison of the computational costs of the methods in extracting the horizons (Figures 9 and 10). This table indicates that our method with dynamic programming runs two times faster than the slope-based method and six times faster than the multigrid method. These two methods need to iteratively solve large and nonlinear systems. However, in our proposed method, we use a simple and fast linear interpolation method to replace the above steps to obtain the initial horizons. Then, we update the horizons by dynamic programming, which can yield results comparable to the other two methods (as shown in Figures 9 and 10), but it takes much less time.

**DISCUSSION**

**Initialization**

Our proposed method contains two steps: (1) calculating an initial horizon and (2) refining the horizon with the dynamic programming algorithm. For the first step, a stable way to obtain an initial horizon is to use the result by the above slope-based method. However, this type of method required computing reflection slopes and iteratively solving for large linear systems (especially for huge 3D seismic volumes), which therefore is often time consuming. The dynamic programming method only requires an approximate initial horizon that follows the general structure trend, so we can use more efficient interpolation algorithms (e.g., cubic or linear interpolations) to quickly obtain an initial horizon.

We compare the effectiveness of two initialization methods in two examples in Figure 12. The initial horizons are obtained by the slope-based method (the yellow curve) and the cubic interpolation algorithm (the green curve) in Figure 12b and 12c. In the first example (Figures 11b, 11c, and 12a), the refined horizons in Figure 12c are almost identical with different initialization methods. In the second example (Figures 11e, 11f, and 12d) with an obvious fault, Figure 12f also shows comparable results with interpolation (denoted by the green curve) or slope-based initialization (denoted by the yellow curve). Although the interpolation method, compared with the slope-based method, may require more control points (the red circles) to calculate a reasonable initial horizon, it significantly reduces the computational cost and provides convenience for interpreters to implement interactive operations.

**Control points**

In all examples discussed in the previous sections, the control point, as a crucial constraint, plays an important role in picking a target horizon. Especially in the conventional slope-based method, the horizon exactly passes through those control points, where the control points are required to be accurate. The proposed method also requires some control points in the first initialization step, so we compare the influence of control points on two methods in Figures 13 and 14.

In practice, we expect to select as few points as possible to reduce manual pickings. Therefore, we first investigate the influence of the number of control points for two methods. In Figure 13, we select one, three, and five control points to extract the target horizon with the slope-based method (Figure 13a–13c) and our proposed method (Figure 13d–13f), respectively. Compared to the automatic method based on slopes, our method obtains a more accurate horizon following consistent troughs, particularly in the areas denoted by the blue arrows. We also find that the proposed method (Figure 13d) with only one control point can achieve comparable performance against Figure 13e and 13f. That is, the dynamic programming can refine the horizon to track more consistent phases as well as improve the efficiency by reducing the number of control points.

More importantly, choosing control points in our method can be convenient and efficient because these points only need to be close to the target horizon but are not required to be carefully picked exactly on the horizon. We demonstrate that in Figure 14 in which three control points are picked and two of them (denoted by the purple arrows) are obviously not placed on the target horizon (denoted by the blue arrows) are obviously not placed on the target horizon.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Slope calculation</th>
<th>Horizon 1</th>
<th>Horizon 2</th>
<th>Total time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only slopes</td>
<td>73.1 s</td>
<td>31.07 s</td>
<td>41.92 s</td>
<td>146.09 s</td>
</tr>
<tr>
<td>Local slopes and multigrid</td>
<td>73.1 s</td>
<td>108.54 s</td>
<td>152.53 s</td>
<td>334.17 s</td>
</tr>
<tr>
<td>Dynamic programming</td>
<td>-----</td>
<td>12.32 s</td>
<td>32.59 s</td>
<td>44.91 s</td>
</tr>
</tbody>
</table>

Figure 11. A comparison of computational time for the three different methods.

Figure 12. A comparison of two initialization methods. In two input 2D seismic images (a and d), we calculate the initial horizons by the slope-based method (the yellow curves) and the interpolation algorithm (the green curves) in (b and e), respectively. The refined results in (c) and (f) show that the proposed method can accurately obtain the optimal path (troughs) by both initialization methods. The results in (f) obtained with interpolation (the green curve) are comparable to those with the slope-based method (the yellow curve). The slope-based method requires estimating reflection slopes and solving for a large nonlinear system, which is often more time-consuming than an interpolation method. On the contrary, the interpolation algorithm is simple and fast even though it may need more control points (the red circles), especially in 3D, to obtain a proper initial horizon.
noted by the blue arrows in Figure 14a). With these control points, the slope-based method obviously fails to pick the target horizon as denoted by the yellow curve in Figure 14a. Our method, however, can still accurately track the target horizon as shown in Figure 14b. In this example, our method effectively corrects the inaccurate initial horizons that are obtained from the inaccurate control points by a simple linear interpolation (the green curve in Figure 14a) or the slope-based method (the yellow curve in Figure 14a). This suggests that the proposed method with both methods of initialization can achieve reasonable results even with incorrect control points because our method does not force the horizon to pass through the selected points.

In other words, our method is not sensitive to control points and it only requires a coarse initialization. This aspect greatly improves efficiency and convenience in interpreting seismic horizons. However, if needed, the control points can be set as hard constraints to provide strong control in our horizon refinement method.

Picking window

In the workflow of picking a horizon as described in Figures 5 and 6, we need to choose an appropriate window to extract a subimage. The window is another key factor that will directly affect the results. Because our method refines the horizon by searching the global maximum or minimum values, the window should be chosen to vertically contain the target horizon and to make sure the target horizon is the minimal path within the window. Therefore, as long as the window vertically bounds the target horizon, a vertically smaller window is typically better to achieve higher efficiency and accuracy.

In cases in which the horizons are vertically very close to each other and the nearby horizons show comparable amplitude magnitude to the target horizon, we especially need to carefully choose a vertically narrow window and specify control points as hard constraints (as shown in Figure 6b–6d) to pick the target horizon. In this paper, we used only seismic amplitudes to refine horizons. However, our horizon refinement is not limited to using amplitudes. We can also use other attributes including waveform similarity as the input to our method to obtain the optimal horizons. Using waveform similarity, instead of seismic amplitudes, might be helpful to deal with cases of closely aligned horizons.

In cases in which we deal with large vertical offsets, such as on major faults, we can pick more control points to constrain the target horizon near a fault. Then, we can obtain a much closer initialization to choose a proper window. However, it rarely increases the computational cost because the interpolation with control points is very fast.

Accuracy and robustness evaluation

We use a 2D example to further evaluate the robustness of our method to noise. We manually pick six horizons as the ground truth as denoted by the yellow curves in Figure 15b. These horizons are dislocated by three faults marked in Figure 15a, which are not complicated but still pose challenges to automatic horizon extraction. We simulate different levels of noise and add them to the original image (Figure 15b). The signal-to-noise ratio (S/N) is 20, 8, 4, 1, and 0.75 in Figure 15c–15g, respectively. In these images, we choose the same control points (the red circles) to pick the target horizons.

With the decreasing the S/N, the proposed method can still obtain reasonable results except for several areas denoted by the red arrows. The horizon picking in these areas can be improved by using more control points as shown in Figure 15h. Compared to the slope-based method, our method obtains more accurate results in areas as denoted by the blue arrows and can follow more consistent phases when passing through faults (the yellow rectangles in Figure 15c).

In Figure 16, we further quantitatively assess the accuracy. The solid and dashed curves in Figure 16a and 16b represent errors with the dynamic programming and the slope-based method, respectively. The error is calculated as follows:
E = \frac{1}{N} \sum_{i=1}^{N} |Z_{\text{true}}[i] - Z_{\text{cal}}[i]|,

(11)

where \( N \) is the number of samples of each horizon, \( Z_{\text{true}} \) is the ground truth of a target horizon, and \( Z_{\text{cal}} \) is a horizon calculated by the slope-based method or our proposed method with dynamic programming. The error of the horizons is mainly affected by faults (e.g., horizons 1, 5, and 6) and noise (e.g., horizon 4). The curves show that the proposed method yields more accurate results passing through faults and is more robust to noise than the slope-based method.

CONCLUSION

We propose a completely new method with the dynamic programming algorithm to search the globally optimal path (two dimensions) or surface (three dimensions) from seismic images, which is highly efficient and can obtain accurate horizons that follow consistent phases even passing through faults.

In our method, we first use manually picking, an automatic method, or interpolation algorithms to compute an initial horizon with some control points. Such an initial horizon requires only an approximate position to follow the trend of the structure. Therefore, we suggest using an interpolation method to obtain an initial horizon, which is typically more efficient than an automatic horizon extraction method (e.g., the slope-based method). We then use the dynamic programming to refine the initial horizon to be more accurate and reveal more detailed geologic structures. During this step, we choose a suitable window centered at the initial horizon and flatten the chosen image according to the initial horizon. In this flattened seismic image, we use the dynamic programming algorithm to efficiently pick the minimal path (two dimensions) or surface (three dimensions). Finally, we map the minimal path or surface from the flattened space back to the original space to obtain the finally updated horizon.

Compared with the widely used slope-based method, our method can follow more consistent phases, reveal detailed structures (e.g., channels), and show effectiveness across faults. Our method also requires only a limited number of control points and is not sensitive to control points, which allows high efficiency and convenience for the horizon interpretation. In some complicated areas, we may impose control points as hard constraints in our method to extract more reliable results.

The proposed method is a completely new method that does not rely on other published methods. The examples demonstrate that it is computationally efficient and robust to noise in the data. Therefore, it is suitable to be implemented as an interactive method to quickly update the horizon while editing the control points, or as a refinement tool for a more hands-on approach. In addition, our method can be used to improve other fully automated workflows (e.g., volumetric slope estimation methods and RGT volumes).

In this paper, we use a seismic amplitude image as an input for horizon extraction by assuming that a horizon follows consistent phases or amplitude values. This assumption, however, is not necessarily true in some complicated cases in which phases may vary along a horizon. In these cases, we may need to use some other proper seismic attributes (instead of amplitude) in which the target horizons can be tracked as globally maximum or minimum paths (two dimensions) or surfaces (three dimensions). Besides, our method extracts a single horizon from a seismic image at one time. We will consider improving our method to simultaneously pick multiple horizons.
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