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ABSTRACT

Seismic horizons play a significant role in reservoir model
construction and sedimentary facies interpretation, providing
crucial low-frequency constraints for seismic inversion. In basin
and regional interpretations, the assumption that seismic reflec-
tions represent a stratigraphic surface with constant geologic
time is significant for guiding seismic interpretation. This
assumption may fail when applied to local reservoir scales
due to common geologic time transgressions of a particular
event in regular wavelet frequency. There will be inconsistencies
between seismic events and stratigraphic surfaces. To address
this issue and obtain relatively accurate stratal interpretations,
we develop a hybrid horizon extraction method honoring
seismic structures and time-stratigraphic frameworks, in which

seismic reflection structures provide local details and interpreted
geologic time surfaces offer critical constraints. First, we de-
velop concepts and a workflow using a realistic outcrop model.
We develop a new geology-guided structure tensor by fitting a
gradient vector of seismic images and geologic time surfaces.
We also consider existing geologic conditions, such as uncon-
formities, and fuse them into our method to calculate accurate
slopes and generate reliable relative geologic time images at a
fine scale, followed by making slices. Further, we extend our
method to 3D seismic data volumes. Our experiments, con-
ducted using simulated and field data, show the superiority
and accuracy of our hybrid method compared with the slope-
based and stratal slicing methods. These results highlight
the potential for applying our method to fine-scale subsurface
modeling.

INTRODUCTION

Seismic horizons are critical for reservoir model construction
and structure-guided seismic inversion. Using the assumption for
seismic stratigraphy about the “chronostratigraphic significance of
seismic reflections” (Vail et al., 1977), various methods that automati-
cally or semiautomatically extract horizons from seismic images have
been proposed. Among these methods, Stark (2003, 2004, 2005a,
2005b, 2006) first proposes to construct a relative geologic time
(RGT) volume by the phase unwrapping method and converts 3D
seismic data volumes to the Wheeler domain using the RGT volume.
Another method generates the RGT volume by globally fitting the
local slopes by solving partial differential equations (Lomask et al.,
2006; Wu and Hale, 2013, 2015b; Zinck et al., 2013; Monniron
et al., 2016). Recently, with the popularity of deep learning, Geng

et al. (2020) and Bi et al. (2021) propose adopting a convolutional
neural network to predict the RGT volume from seismic images and
extract structural information from the estimated RGT. The RGT vol-
ume serves as a means of storing and retrieving seismic horizons,
wherein each point contains an estimate of the geologic time
(Stark, 2003). Horizons can be obtained by extracting the contour
of the RGT volume. In most scenarios of regional interpretations,
most automatic seismic horizon extraction methods can work well
on continuous events. Even so, in areas with discontinuities or jumps
(e.g., near faults and unconformities), some prior information similar
to fault throws (Wu et al., 2016; Xue et al., 2018), multigrid corre-
lations (Wu and Fomel, 2018; Wu et al., 2022), or unconformity po-
sitions (Wu and Hale, 2015a) for slope-based methods and the phase
unwrapping method (Wu and Zhong, 2012) may be required to serve
as constraints for accurate RGT estimation and horizon tracking.
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However, due to the band-limited effect of the wavelet, Vail et al.
(1977) also point out that the chronostratigraphic significance men-
tioned previously ensures the errors between the seismic reflection
and geologic time surface are less than 1/2 cycle. Afterward, there
are some analyses about the difference between the seismically inter-
preted and the real geologic timelines (Aigner et al., 1989; Lawrence
and Doyle, 1990; Tipper, 1993; Stafleu and Sonnenfeld, 1994; Zeng
et al., 1998a, 1998b; Zeng and Kerans, 2003; Hardage et al., 2007).
Significantly, compared with basin and regional interpretations, when
dealing with seismic horizons at the reservoir scale, the inconsisten-
cies between the reflection events and the geologic time surface
caused by regular wavelet frequency will negatively impact the stratal
interpretation. Hence, the method used to calculate the RGT volume
and the local geology greatly influence the extracted details of the
geologic model and the stratigraphic sequence. To overcome the geo-
logic time transgression of reflection events, Zeng et al. (1998a,
1998b) propose a stratal slicing method to compute a stratal time

volume by interpolating proportionally between several selected geo-
logic time reflection events. This method could not be used between
angular unconformities because the existence of geologic time gaps
violates the proportional linear assumption in the stratal slicing
method. To remedy the stratal slicing method, Ligtenberg et al. (2006)
and De Groot et al. (2006) propose interpolating horizons following
the geometric configuration of a simple model or using the dip-steering
method for complex geometry to track horizons between sequences
bounded by reference horizons. In addition to linear interpolation, they
also propose other interpolation methods that parallel the upper or
lower reference boundary. To tackle diverse and complex structures
that existed in practice and generate more accurate stratal results,
Dorn (2010, 2011) proposes a domain transform to remove all struc-
tural effects, similar to folding and salt bodies, generate vertical gaps,
and close up spatial fault gaps in the stratal slice volume by using
interpreted major unconformities and faulted horizons. For these stratal
slicing methods, the structural interpretation and the number of refer-
ence horizons limit the resolution of domain transformation.
Overall, the slope-based auto-tracking methods are suitable for

extracting horizons for most geologic time-equivalent seismic
events but may fail to track diachronous reflection events. Stratal
slicing could generate different results with the assistance of refer-
ence horizons, but it may overlook local details to some extent. Tak-
ing Zeng et al. (2020) as an example (Figure 1a–1c), for fine-scale
reservoir modeling, between two angular unconformities, reflection
events corresponding to thin sedimentary units with nonuniform
petrophysical properties roughly match the geologic time surfaces
when the analogous peak frequency of the wavelet reaches 70 Hz.
The inconsistencies between seismic reflection events and geologic
time surfaces increase with a decrease in frequency. Under the prac-
tical wavelet frequency, generating a reasonable and accurate strati-
graphic sequence for stratal interpretation is tricky. Both the auto-
tracking methods for solving partial differential equations and the
stratal slicing methods have advantages and shortcomings but are
complementary. The former is a data-driven method to track hori-
zons that follow detailed seismic structures but may not be geologi-
cally reasonable. The latter is a model-driven method to extract
horizons that reasonably honor prior geologic knowledge but
may ignore seismic details. Combining the strengths of the two
methods, a hybrid method might address this type of case more ac-
curately and provide more accurate results than the single method
alone. That motivates us to research this aspect.
In this work, we propose a workflow that combines the reflective

slopes and the interpreted geologic surfaces to generate an RGT vol-
ume for stratal interpretation. Compared with the conventional slope-
based method, we propose a new geology-guided structure tensor in
this workflow, which integrates the normal vector estimated from
reference horizons with the traditional structure tensor. In the new
structure tensor, the reference horizons can provide background in-
formation about the overall stratigraphic framework, and the seismic
structure can provide local details. Particularly for determining the
complex unconformity structure, we select the unconformity surfaces
as references. The extraordinary structural information from uncon-
formities is also embedded in constraining the geology-guided struc-
ture tensor and the following flattening method of solving the partial
differential equation.
The rest of the paper is organized as follows. We initially explain

our method using 2D synthetic seismic data and three reference hori-
zons in Figure 1c generated by Zeng et al. (2020). Subsequently, we

Figure 1. (a) Middle Permian paleogeography showing the Last
Chance Canyon outcrop study area (the red box) and Central Basin
platform subsurface study area in the Permian Basin, West Texas and
New Mexico. (b) A 2D velocity model based on well and outcrop
data, and (c) its corresponding synthetic seismic image. In (a), the
green box represents the 3D field seismic data study area. In (c), three
geologic time surfaces derived through geostatistical modeling re-
present known geologic time surfaces: the top 6th surface (the blue
line) and the basal 27th surface (the yellow line) represent unconform-
ities and the middle 14th surface (the green line), located between the
two unconformities top-lapping with the first unconformity, repre-
sents a conformable surface. Modified from Zeng et al. (2020).
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extend our method to 3D and apply it to synthetic and field seismic
data volumes. We also conduct some stratal analysis on the obtained
slicing results. Finally, we compare our method with the conventional
slope-based flattening and stratal slicing methods and demonstrate
the advantage and potential of the proposed method for automatically
and accurately interpreting detailed horizons in seismic images with
limited resolution.

SEISMIC DATA

To validate the proposed method, we test our implementation in
2D and 3D cases on synthetic and field data. For the synthetic data,
we select Permian mixed siliciclastic-carbonate Upper San Andres
shelf-margin reservoirs (Figure 1a) as an example. The interval’s
shelfal stratal geometry consists of many unconformities, where
many laterally continuous and vertically thin barriers exist, which
challenges a previous seismic stratigraphic interpretation (He
et al., 2019). We use the hybrid model built from high-resolution out-
crop and subsurface data and then populate the lithostratigraphic and
acoustic properties as documented in He et al. (2019). Geostatistical
interpolation used in the model construction simultaneously honors
the high-resolution discrete vertical measurements, the lateral con-
tinuous constraints, and the published 3D depositional models. With
the acoustic properties established from the lithofacies based on the
outcrop measurements and well logs, forward acoustic-wave equa-
tion-based modeling and migration are applied to obtain the seismic
response at a 35 Hz analogous peak frequency common in field data.
We also test our method on 3D field seismic data located in the north-
west corner of Martin County, Texas. This data set has a 28 Hz peak
frequency content and images of the same stratigraphic formation and
facies model. In this data, the Upper San Andres formation is char-
acterized by a strongly southward-prograding clinoform that corre-
sponds to the southward migration of the Upper San Andres margin
in the Midland Basin (Todd, 1976; Wilson et al., 2019).

NEW HYBRID STRATAL SLICING METHOD

In this hybrid workflow, we first introduce the conventional struc-
ture tensor and the improved geology-guided structure tensor,
which fuse the background information from the reference hori-
zons. Then, we will introduce the geology-guided structure tensor
and the flattening method with the constraint of reference horizons
to generate an RGT.

Conventional structure tensor

A simple method of calculating seismic slope is the gradient vec-
tor. It indicates the orientation along which the seismic amplitude
changes the most. As gradient is the first derivative, it is sensitive to
random noise or measurement errors in seismic data, which can lead
to unreliable estimation. Thus, in structural interpretation, the slope
of seismic events is often estimated by fitting the dominant gradient
vector of the local neighborhood in the sense of least squares. Fur-
ther, this problem can be transformed into finding the eigenvector
corresponding to the largest eigenvalue of the structure tensor (Van
Vliet and Verbeek, 1995; Weickert, 1997; Fehmers and Höcker,
2003). This eigenvector can provide an estimate of the normal vec-
tor of seismic events. Figure 2b represents the normal vector esti-
mated by the gradient, and Figure 2f represents that by the structure
tensor. The difference between the two results is evident. As shown

in Figure 1c, the top and bottom reflection events, corresponding to
flat and thick sedimentary layers with uniform petrophysical prop-
erties, prefer to follow geologic surfaces (Zeng et al., 2020). In these
cases, the structure tensor can provide a more stable estimation of
the normal vector of the actual geologic time surfaces; however, in
the middle, seismic reflection events, corresponding to complex
geologic structures and lithologic variation, do not align with geo-
logic time surfaces (Zeng et al., 2020). For those, the structure ten-
sor merely estimates the normal vector of seismic events and not
that of actual geologic time surfaces. If the calculated normal vector
is not an accurate estimate of the normal vector of actual geologic
surfaces, the subsequently generated RGTwill deviate significantly
from the actual situation.

Geology-guided structure tensor

We suggest using interpreted geologic time surfaces as reference
horizons to remedy the inconsistencies. As shown in Figure 1c, we
select three geologic time surfaces among the 40 geologic time sur-
faces of the synthetic model in Figure 1b as known constraints. In
the three reference horizons, the top (6th) and basal (27th) surfaces
represent unconformities, which separate the strata with different
sedimentary characteristics; the middle (14th) surface, located be-
tween two unconformities and partially overlapping with the top
(6th) unconformity surface, represents a stratigraphic surface that
does not match the seismic reflection event. The normal vector of
the 14th surface indicates the accurate orientation of the stratigraphic
framework between the angular unconformities. To incorporate the
background information provided by the reference horizons, we pro-
pose the geology-guided structure tensor. The calculation of the geol-
ogy-guided structure tensor, shown in Figure 2, consists of three
parts. The first part involves interpolating the normal vector of the
three reference horizons to obtain the geology-guided vector field.
The second part defines a geology-guided structure tensor that fits
the gradient vector field of seismic images and the geology-guided
vector. The third part uses the information from the unconformity
surfaces to filter the geology-guided structure tensor to preserve
the inconsistent structure upon and below unconformities.

Geology-guided vector field

To interpolate the normal vector of the three reference horizons,
we use the closest-point distance transform (Felzenszwalb and
Huttenlocher, 2012). As mentioned previously, above the top
(6th) unconformity surface (denoted by the blue line in Figure 2a),
seismic reflection events mainly follow geologic surfaces. The nor-
mal vector of the top (6th) unconformity surface is almost consistent
with the actual normal orientations above it. Therefore, we extend
the normal vector of the top (6th) surface to the region above it
using the closest-point distance interpolation. Similarly, below
the basal (27th) unconformity surface (denoted by the yellow line
in Figure 2a), the normal vector of the basal (27th) surface is also
extrapolated to the region below it in the same way. For the region
between the two unconformities, we interpolate the normal vector
of the residual middle (14th) surface without overlapping with the
top (6th) unconformity to this region.
By dividing the entire seismic image into three parts according to

the top (6th) and basal (27th) unconformities and using closest-point
distance interpolation in the three parts, respectively, we extend
the normal vectors of the reference horizons to the whole image.
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Consequently, we obtain the geology-guided vector field r (Figure 2b)
and its corresponding distance field d simultaneously. The distance
field d is used to calculate the weight wr of the geology-guided vector
field r. As shown in Figure 2c, the geology-guided vector field cap-
tures some of the structural information of the stratigraphic framework.

Seismic normal vector fitting the gradient and geology-guided
vector field

Once we obtain the gradient and the geology-guided vector fields,
the next step is to construct a geology-guided structure tensor that fits
the two vector fields. In the process of information fusion, we cal-
culate the weight wg (Figure 2d) of the gradient vector field based on
the eigenvalues of the conventional structure tensor. The weight wg,
also known as linearity, is commonly used to measure the quality of
seismic reflections (Hale, 2009). See Appendix A for specific math-
ematical formulas. A higher weight indicates lower anisotropy in the
seismic event, whereas a lower weight suggests higher anisotropy.
The geology-guided vector field is weighted by the weight wr

(Figure 2e) mentioned previously. In the region above the top (6th)
horizon and below the basal (27th) horizon, seismic events provide
sufficient information to interpret the stratigraphic surface, and no
additional constraints are needed. Hence, the weight wr of the geol-
ogy-guided vector field decays rapidly with the increase in distance in
this region. However, near the middle (14th) surface, the weight wr

decays more slowly with distance. This is because the normal vector
of the middle (14th) stratigraphic surface provides an essential con-
straint for accurately interpreting the horizons between the two an-
gular unconformities. In practice, different decay rates can be applied
near the middle (14th) surface, resulting in diverse interpretation re-
sults that offer valuable insights into the stratal interpretation.
Further, it is essential to note that this progress involves

Gaussian-weighted fitting within a local neighborhood. As a result,

the orientation estimated by the geology-guided structure tensor is
smoothed around the unconformities.

A nonstationary (spatially varying) filter

In seismic stratigraphic interpretation, an unconformity is recog-
nized as a sequence boundary where depositional terminations cause
truncations, toplaps, onlaps, or downlaps. Thus, an isotropic Gaus-
sian filter in a geology-guided structure tensor is unsuitable for deal-
ing with unconformities. Instead, we consider unconformities as a
constraint and use a nonstationary filter, as described in Wu and
Hale (2015a). As an edge-preserving smoothing filter, it does not
smooth across the unconformity and ensures that the different struc-
ture information below and above the unconformity is preserved.
As shown in Figure 2f and 2g, the normal vector obtained from the

geology-guided structure tensor with a nonstationary filter exhibits a
significant difference compared with the normal vector derived from
the conventional structure tensor. The difference arises from the in-
clusion of the reference horizons. In the subsequent section, the
differences between using a Gaussian filter and a nonstationary filter
are visible across unconformities in the view of the slope.

Seismic reflection structure orientation

Using the unit eigenvector u ¼ ðu1; u2Þ of a structure tensor, we
can compute the reflection slopes based on the mathematical equation
provided in Appendix A. Figure 3a–3c shows the slopes computed
from the conventional structure tensor, the geology-guided structure
tensor with a Gaussian filter, and the geology-guided structure tensor
with a nonstationary filter, respectively. The differences between the
three results are readily apparent. Compared with Figure 3a, the es-
timated slopes in Figure 3b exhibit a smoother variation. Moving
from Figure 3b and 3c, where a nonstationary filter is used instead
of a Gaussian filter, we can observe that the inconsistent structure

Figure 2. The pipeline of the geology-guided structure tensor. (a) The normal vector of the three reference stratal surfaces; it provides the
background constraint. (b and f) The normal vector fields estimated by the gradient and the conventional structure tensor, respectively. (c) The
geology-guided vector field obtained by interpolating from the normal vector of reference horizons in (a). (d and e) The weight wg of the
gradient vector field and the weight wr of the geology-guided vector field, respectively. (g) The final result by the geology-guided structure
tensor with a nonstationary filter.
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below and above unconformities is effectively preserved. Using the
three results to determinewhich is best is not persuasive.We show the
three results and highlight their differences. We will give a more con-
vincing analysis of the accuracy between the extracted horizons using
different methods and the true stratigraphic surfaces for this syn-
thetic model.

Relative geologic time

Many methods (Lomask et al., 2006; Wu and Hale, 2013, 2015b;
Zinck et al., 2013; Monniron et al., 2016; Wu and Fomel, 2018) use
the normal vector or slope of seismic reflectors to extract a single hori-
zon or compute an RGT volume for the entire seismic image. The
RGT volume can be converted to a horizon volume, which implicitly
contains all the horizons in the seismic image. Furthermore, the hori-
zon volume can be used to map the seismic image to the flattened
image. The vertical shifts are typically continuous when generating
the seismic horizon volume using these methods. However, the uncon-
formity indicates gaps between the geologic ages. It should be incor-
porated into the flattening method. Here, we use the method developed
byWu and Hale (2015a) to compute reasonable discontinuous vertical
shifts at unconformities. See Appendix A for specific formulas.
After obtaining the vertical shifts sðx; tÞ, we compute the corre-

sponding RGT volume by τðx; tÞ ¼ tþ sðx; tÞ. Using the slope com-
puted by the conventional structure tensor (Figure 3a) and the regular
flattening method, we obtain an RGT volume (Figure 4a). For com-
parison, we use the stratal slicing method described by Zeng et al.
(1998a, 1998b) to interpolate proportionally between the three refer-
ence horizons depicted in Figure 1c and obtain the corresponding
RGT image (Figure 4b). Using the slope computed from the geol-
ogy-guided structure tensor with a nonstationary filer (Figure 3c)
and the flattening method with unconformity constraints, we achieve
an RGT image (Figure 4c) that exhibits apparent discontinuities
across the unconformities.

Seismic horizons

In an RGT volume, a surface with a constant τ represents a seis-
mic horizon, regarded as a geologic time surface. As an RGT vol-
ume implicitly contains all horizons in a seismic image, it is a
challenge to quantitatively analyze the errors between the horizons
extracted from the three RGT volumes (as in Figure 4) and the 40
true horizons constructed from Zeng et al. (2020), as shown in
Figure 5d. Here, we mainly demonstrate the position errors for
the 2D test. We will give more analysis for the 3D test. For each
RGT volume in Figure 4, we select 40 horizons with a minimum
mean absolute error (MAE) compared with the corresponding true
horizons shown in Figure 5d. The MAE is calculated as follows:

MAEðhe; htÞ ¼
1

m

Xm

i¼1

jheðiÞ − htðiÞj; (1)

where ht represents a certain true horizon, he represents the corre-
sponding horizon extracted from an RGT volume, and m represents
the trace number of the inline profile in 2D. Figure 5a–5c shows the
selected 40 horizons extracted from the corresponding RGT volumes
in Figure 4a–4c, respectively. Furthermore, Figure 6 shows the MAE
errors of the conventional flattening method (the blue curve), the stra-
tal slicing method (the green curve), and our hybrid method (the red
curve). These results show that all three methods exhibit small de-
viations and errors in the top 1st–5th and bottom 35th–40th horizons.
However, in the middle part with angular unconformities, the conven-
tional flattening method fails to extract true geologic time surfaces
due to cycling skipping. The stratal slicing method behaves well
for the 7th–13th horizons, where the relationship can be approxi-
mated linearly, whereas it fails to extract the 15th–25th horizons lo-
cated between angular unconformities, as these do not satisfy linear
assumptions. In contrast, our hybrid method shows relatively small
errors. The three reference horizons provide valuable regularized in-
formation, effectively addressing the cycling skipping caused by the
band-limited wavelet and complex lithologic variation. However, the
drawback of our hybrid method is that it does not strictly follow refer-
ence horizons (represented as nonzero at the reference horizons in the
red error curve). This is because seismic structures still have some
influence in these areas. To further validate the performance of
our method, we will test it on 3D synthetic and field data and provide
stratal interpretations for the extracted horizons.

APPLICATION TO 3D SEISMIC DATA

Our method can be intuitively extended to 3D cases (detailed
mathematical formulas are given in Appendix A). Here, we select
two 3D seismic data sets to test our method: (1) synthetic seismic
data (Figure 7) from the Permian Basin, West Texas and New

Figure 4. The RGT results calculated by different methods for the
2D synthetic case. (a) The RGT image computed from the slope of
the conventional structure tensor (Figure 3a), where we apply the
regular flattening method without unconformity constraints, (b) the
RGT image by the stratal slicing method by interpolating propor-
tionally between the three geologic surfaces shown in Figure 1c,
(c) the RGT image computed from the slopes of the geology-guided
structure tensor with a nonstationary filter (Figure 3c), where we
apply the flattening method with unconformity constraints, and
(d) the RGT images by interpolating between the 40 geologic sur-
faces shown in Figure 1b.

Figure 3. The slopes computed from (a) the conventional structure
tensor, (b) the geology-guided structure tensor with a Gaussian filter,
and (c) the geology-guided structure tensor with a nonstationary filter.
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Mexico as depicted by the red box in Figure 1a, where one inline
profile is used to explain our method in 2D (Figure 1c), and (2) a
field 3D seismic data set (Figure 19) with the same subsurface
stratigraphy represented by the green box in Figure 1a.

The synthetic 3D test

Figure 8a, 8c, and 8e shows the inline slopes computed from the
conventional structure tensor, the geology-guided structure tensor
with a Gaussian filter, and the geology-guided structure tensor with
a nonstationary filter, respectively. Similarly, Figure 8b, 8d, and 8f
shows the corresponding crossline slopes. In Figure 8a and 8b, we
observe that the inline and crossline slopes vary rapidly, corre-
sponding to the complex reflection events in the seismic volume.
With the assistance of the reference stratigraphic surfaces shown
in Figure 7, the slopes in Figure 8c and 8d are smoothed. Further,
using a nonstationary filter in the geology-guided structure tensor,
the estimated inline and crossline slopes in Figure 8e and 8f are
discontinuous across unconformities.
Using the regular flattening method, we obtain an RGT volume

in Figure 9a. Further, with the introduction of unconformity con-
straints in the flattening method, we obtain the corresponding RGT
volume in Figure 9c. We also use the stratal slicing method and
obtain the corresponding RGT image (Figure 9b). Compared with
the reference RGT result in Figure 9d, the RGT volume in Figure 9c
is the most plausible result, which honors both seismic structures
and geologic time surfaces.

Taking the minimumMAEwith the 40 true horizons in Figure 10d
as criteria, we extract the 40 horizons (shown in Figure 10a–10c,
respectively) from the three RGT volumes in Figure 9a–9c. The
corresponding MAE errors are shown in Figure 11. Consistent with
the 2D experiments, the accuracy of the extracted horizons varies
across different parts of the seismic image. For the conventional flat-
tening method, the top 2nd–5th and bottom 35th–40th horizons
shown in Figure 10a are accurate. In the middle, where seismic events
are not consistent with geologic time surfaces due to the filtering of
the band-limited wavelet, the 6th–34th horizons have more signifi-
cant deviations. Regarding the stratal slicing results in Figure 10b,

Figure 6. The errors between horizons extracted by three different
methods and the true horizons. The blue, green, and red lines
show the corresponding MAE between the horizons shown in
Figure 5a–5d, respectively.

Figure 7. Synthetic 3D seismic data from the Permian Basin, West
Texas and New Mexico. The three solid lines show the three geo-
logic time surfaces, where the top 6th and basal 27th surface (the
blue and green solid curves) represent unconformities, and the
middle 14th surface, located between two unconformities overlap-
ping with the first unconformity, represents a conformable surface.
The three dashed lines represent the 7th, 9th, and 14th surfaces, for
which we give a detailed error analysis of the three horizon extrac-
tion methods from the perspective of geologic modeling.

Figure 5. The extracted horizons (a–c) from the corresponding
RGT volumes in Figure 4a–4c, respectively, and (d) the true
horizons for the 2D synthetic data.

Figure 8. (a, c, and e) The inline and (b, d, and f) crossline slopes
computed from (a and b) the conventional structure tensor, (c and d)
the geology-guided structure tensor with a Gaussian filter, and (e and f)
the geology-guided structure tensor with a nonstationary filter.
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only interpolating proportionally between the three reference hori-
zons does not work well for a complex subsurface structure in the
fine-scale reservoir. The results are accurate only at the reference geo-
logic time surfaces. The 15th–26th horizons between the second and
third reference horizons intersect the first unconformity interface at
the same position, with some deviations from the actual geologic time
surfaces. It indicates that the stratal slicing is unsuitable for interpret-
ing in cases of angular unconformities. With many less continuous
but locally time-parallel events unused, the stratal slicing method cap-
tures large-scale features but loses some local details. In contrast, our
hybrid method yields horizons that are not only accurate at the top
and bottom regions (the 2nd–5th and 35th–40th horizons) but also
match true horizons well at the middle (the 7th–29th horizons shown
in Figure 10c). Quantitatively, our method has errors that are only
slightly higher than other methods in the 21st and 30th horizons.
Overall, our hybrid method, fitting geologic constraints and seismic
structural information, generally reduces errors and is more suitable
for fine-scale reservoir modeling.
To further analyze the results in Figure 10a–10c, we show the

difference in depth between the 7th, 9th, and 18th horizons of the
three methods and the corresponding true horizons in Figures 12–14,
respectively. The depth difference between the extracted and true hori-
zons (also known as time-correlation error (TCE) and defined by He
[2017]) contributes to distinguishing error-prone areas. It should be
noted that the TCE maps shown in this paper are the shifted TCE
maps. The shifted TCE map represents the relative error. In the im-
plementation, we shift the original TCE map, which can be regarded
as shifting the extracted horizon to find its optimal match with the true
horizons. The optimal shift is the mean of the original TCEmap. After
shifting, we obtain a zero-centered TCE map and its histogram with
a mean of zero and corresponding standard deviation (STD) in Fig-
ure 15. The MAE error is an absolute error. It represents the position
error between two horizons. In general, if the MAE error is relatively

high, the STD of the TCE map will also be relatively high. We select
the MAE error to guide the horizon extraction from RGT and use the
TCE map to assist further stratal interpretations. For more intuitive
analysis, we also display the amplitude slicings at the 7th, 9th, and
18th horizons of the three methods in Figures 16–18, respectively.
The impact of these three different slicing approaches on geo-

logic interpretation largely depends on the purposes of application.
For high-resolution reservoir modeling guided by well picks and
seismic surfaces, the TCEs of seismic surfaces (Figure 15) have
significant control over the quality of the reservoir model. For geo-
logic surfaces that are conformable (e.g., the 9th horizon) or near an
unconformity (e.g., the 7th horizon), stratal slices are fairly accurate
in matching true stratal surfaces with a smaller TCE (STD< 10 m or
4 ms, Figure 15b and 15e), outperforming the conventional flatten-
ing method (STD as large as 14 m or 5.6 ms, Figure 15a and 15d).
For surfaces between major unconformities (especially large-angle

Figure 10. The extracted horizons (a–c) from the corresponding
RGT volumes in Figure 9a–9c, respectively, and (d) the true
horizons for the 3D synthetic data.

Figure 9. The RGT volumes calculated by different methods for the
3D synthetic case. (a) The RGT volume computed from the slopes
of the conventional structure tensor (Figure 8a and 8b), where we
apply the regular flattening method without unconformity con-
straints, (b) the RGT volume by the stratal slicing method by inter-
polating proportionally between the three geologic surfaces shown
in Figure 7b, (c) the RGT volume computed from the slopes of
the geology-guided structure tensor with a nonstationary filter
(Figure 8e and 8f), where we apply the flattening method with
unconformity constraints, and (d) the RGT volume by interpolating
between the 40 geologic surfaces shown in Figure 10d.

Figure 11. The errors between horizons extracted by three different
methods and the true horizons. The blue, green, and red lines
show the corresponding MAE between the horizons shown in
Figure 10a–10d, respectively.

Figure 12. The difference in depth at the 7th horizon surface shown
in Figure 10. (a–c) The shifted TCE maps between the 7th horizon
shown in Figure 10a–10c with the true 7th stratigraphic surface
shown in Figure 10d, respectively.
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unconformities, for example, between the 6th and 27th horizons),
stratal slicing bears a more significant error (STD of approximately
25 m or 10 ms, Figure 15h) and should be avoided, as originally
recommended (Zeng et al., 1998a). Instead, a flattening surface bet-
ter serves the purpose (Figure 15g). Overall, the hybrid method re-
sults in the least error and performs best (Figure 15c, 15f, and 15i).
As for the study of seismic geomorphology for depositional

facies, the applicability of individual slices is determined by both
TCE and the thickness of imaged lithofacies. In the outcrop model,
the facies bodies (e.g., channels, reefs, and shoreface) are seismically
thin-bedded (<20 m or 8 ms), and the quality of the slices is quite
sensitive to TCE. For any of the three approaches, the quality of the

slices is fair where the slicing error is within the ±20 m range (out-
side polygons, denoted as a–h2 in Figures 12–14), by roughly match-
ing the respective seismic-geomorphologic patterns (shapes) to those
on the true slice (compare Figures 16a–16c, 17a–17c, and 18a–18c to
Figures 16d, 17d, and 18d, respectively). Otherwise, the quality de-
teriorates, and the sliced patterns fail to match the true facies patterns.
In general, the flattening (auto-tracking) method tends to produce
oversmoothed slices (e.g., Figures 16a, 17a, and 18a); stratal slices
between large-angle unconformities (e.g., Figure 18b) bear signifi-
cant errors. Again, the hybrid method is overall the best performer.

The field 3D test

For the field 3D seismic data volume in Figure 19, we obtain the
inline and crossline slopes computed from the conventional structure
tensor in Figure 20a and 20b. With the three interpreted seismic hori-
zons (the blue, yellow, and red solid lines, denoted by the 2nd, 5th,
and 6th horizons) serving as reference geologic time surfaces in
Figure 19, we can obtain the inline slopes from the geology-guided
structure tensor with a Gaussian filter and a nonstationary filter in
Figure 20c and 20e. Figure 20d and 20f shows the corresponding
crossline slopes. Compared with the slopes in Figure 20a and 20b,
the slopes in Figure 20c and 20d fit the orientation information
from the reference interpreted horizons. After replacing the Gaussian
filter with a nonstationary filter, we observe that the inconsistencies
of the slope across unconformities are clearly preserved in Figure 20e
and 20f.
Figure 21a represents the RGT result by the regular flattening

method. It is completely controlled by the seismic reflection dips.
Figure 21b shows the RGT result using the stratal slicing method,
whose trends are consistent with the three constraint surfaces.
Figure 21c shows the RGT volume result using the flattening
method with unconformities constraints.
Taking the minimum MAE with the seven interpreted horizons

in Figure 22d as criteria, we extract seven horizons (shown in
Figure 22a–22c) from the three RGT volumes in Figure 21. The cor-
responding MAE are shown in Figure 23. For the conventional
slope-based method only fitting the seismic structure, the extracted
horizons match the interpreted horizons well at the top and bottom
(the 1st and 7th horizons in Figure 22a), whereas the middle three
horizons (the 3rd, 4th, and 5th horizons in Figure 22a) are isolated

Figure 13. The difference in depth at the 9th horizon surface shown
in Figure 10. (a–c) The shifted TCE maps between the 9th horizon
shown in Figure 10a–10c with the true 9th stratigraphic surface
shown in Figure 10d, respectively.

Figure 15. The histograms of the zero-centered TCE maps shown
in Figures 12–14. (a–c) The histograms of the zero-centered TCE
maps shown in Figure 12 for the 7th horizon surface, (d–f) the histo-
grams of that in Figure 13 for the 9th horizon surface, and (g–i) the
histograms of that in Figure 14 for the 18th horizon surface.

Figure 14. The difference in depth at the 18th horizon surface
shown in Figure 10. (a–c) The shifted TCE maps between the 18th
horizon shown in Figure 10a–10c with the true 18th stratigraphic
surface shown in Figure 10d, respectively.

Figure 16. (a–d) The amplitude slicings of the 7th horizon surfaces
corresponding to Figure 10a–10d, respectively.
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and do not intersect with unconformable interfaces. This outcome
is inconsistent with the interpreted horizons shown in Figure 22d.
Viewing the stratal slicing results, at the bottom of the seismic image,
the 7th horizon in Figure 22b is controlled by the third referent geo-
logic surfaces. In the middle, the 3rd, 4th, and 7th horizons shown in
Figure 22b intersect the first unconformity interface at the same po-
sition. This inaccurate result is caused by interpolating proportionally
between the first and second interpreted geologic surfaces (the 2nd
and 5th horizons) shown in Figure 19. The green error curve (Fig-
ure 23) also indicates that the errors are relatively higher than those of
the other two methods in the 3rd and 4th horizons. In contrast, the
horizons obtained by our hybrid method shown in Figure 22c are not
only accurate at the top and bottom (the 1st and 7th horizons) but also
match true horizons well in the middle, where the 3rd, 4th, and 5th
horizons converge on the unconformable interface at different loca-
tions. Further, the red and blue error curves in Figure 23 indicate that
adding geologic constraints in the slope-based horizon extraction
methods is helpful for fine-scale stratal interpretation.
For further geologic analysis, we display the shifted TCEmaps, the

corresponding histograms, and the amplitude slicings at the 3rd and
5th horizon extraction results in Figures 24–28. The testing results on
the field 3D data are comparable to those on the synthetic model.

Impact on high-resolution reservoir modeling depends on TCEs of
seismic slices (Figure 26). For geologic surfaces that are conformable
or are very close to an unconformity (e.g., the 5th horizon), stratal
slices are fairly accurate in matching true stratal surfaces with small
TCE (STD < 1.5 m, Figure 26e), outperforming the conventional
flattening method (STD as large as 12 m or 4.8 ms, Figure 26d).
For surfaces between major unconformities (e.g., between the 2nd
and 5th horizons), stratal slicing bears a large error (STD approxi-
mately 15 m or 6 ms, Figure 26b) and should be avoided. Instead,
a flattened surface better serves the purpose (STD = 8.09 m or 3.2 ms,
Figure 26a). Again, the hybrid method produces the most minor
errors and performs best (Figure 26c and 26f).

Figure 20. (a, c, and e) The inline and (b, d, and f) crossline slopes
computed from (a and b) the conventional structure tensor, (c and d)
the geology-guided structure tensor with a Gaussian filter, and
(e and f) the geology-guided structure tensor with a nonstationary
filter for the 3D field data.

Figure 17. (a–d) The amplitude slicings of the 9th horizon surfaces
corresponding to Figure 10a–10d, respectively.

Figure 18. (a–d) The amplitude slicings of the 18th horizon surfa-
ces corresponding to Figure 10a–10d, respectively.

Figure 19. The 3D field seismic data. The three solid lines show
the three geologic time surfaces: the 2nd and 6th surfaces (the solid
blue and solid red curves) represent unconformities, and the 5th sur-
face (the solid yellow curves), located between two unconformities
overlapping with the first unconformity, represents the conformable
surface. The two dashed lines represent the 3rd and 5th surfaces, for
which we give a detailed error analysis for the three horizon extrac-
tion methods in terms of geologic modeling.
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For seismic geomorphology, the quality of the slices is controlled
by the TCE and thickness of imaged lithofacies. The field 3D data
are collected at the same stratigraphic formation with a similar
facies model. The interpreted seismic facies geobodies (e.g., shelf
incision, shoreface, and slope channels) should be seismically thin
(<20 m or 8 ms), and their imaging is sensitive to TCE. As in this
model, in any of the three approaches, the quality of the slices is
acceptable where the slicing error is within the ±10 m range (out-
side polygons denoted as a–f in Figures 24 and 25) by correctly
imaging respective seismic-geomorphologic patterns (shapes) re-
corded on the true (interpreted) slice (compare Figure 27a–27c
and Figure 28a–28c to Figures 27d and 28d, respectively). In other
areas, the quality worsens, and the sliced patterns fail to match the
true facies patterns. We observe that the flattening method produces
oversmoothed slices (e.g., Figures 27a and 28a); stratal slices
between large-angle unconformities (e.g., Figure 27b) bear signifi-
cant error. Again, the hybrid method has the best performance.

Figure 22. (a–c) The extracted horizons from the corresponding
RGT volumes in Figure 21a–21c, respectively, and (d) the seven
interpreted reference horizons for the 3D synthetic data.

Figure 23. The errors between the horizons extracted by three
different methods and the true horizons. The blue, green, and red
lines show the corresponding MAE between the horizons shown
in Figure 22a–22d, respectively.

Figure 24. The difference in depth at the 3rd horizon surface shown
in Figure 22. (a–c) The shifted TCE maps between the 3rd horizons
shown in Figure 22a–22c with the true 3rd stratigraphic shown in
Figure 22d, respectively.

Figure 21. The RGT volumes calculated by different methods for
the 3D field case. (a) The RGT volume computed from the slopes of
the conventional structure tensor (Figure 20a and 20b), where we
apply the regular flattening method without unconformity con-
straints, (b) the RGT volume by the stratal slicing method by inter-
polating proportionally between the three geologic surfaces shown
in Figure 19, (c) the RGT volume computed from the slopes of the
geology-guided structure tensor (Figure 20e and 20f) with a non-
stationary filter, where we apply the flattening method with uncon-
formity constraints, and (d) the RGT volume by interpolating
between the seven geologic surfaces shown in Figure 22d.

Figure 25. The difference in depth at the 5th horizon surface shown
in Figure 22. (a–c) The shifted TCE maps between the 5th horizons
shown in Figure 22a–22c with the true 5th stratigraphic shown in
Figure 22d, respectively.

Figure 26. The histograms of the zero-centered TCE maps in
Figure 24a–24c, respectively, for the 3rd horizon surface and (d–f)
the histograms of that in Figure 25 for the 5th horizon surface.
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CONCLUSION

In this paper, we propose a novel horizon extraction workflow
that honors both seismic reflection structures and geologic time sur-
faces. Our method can be used to interpret these reflection events
inconsistent with the stratal surfaces caused by the limited resolution
of regular wavelet and complex geologic structures. In this workflow,
inspired by a conventional structure tensor, we first propose a geol-
ogy-guided structure tensor to calculate the slopes. The beauty of the
geology-guided structure tensor is that it deftly includes the orienta-
tion information of the reference stratal horizons. In addition, we also
consider existing geologic conditions, such as unconformity, and fuse
these into calculating accurate slopes and generating reliable RGT,
followed by extracting horizons. The whole workflow is a combina-
tion of data-driven (slope-based) and model-driven (stratal slicing)
methods in seismic stratal interpretation. The reference stratal surfa-
ces provide crucial constraints for the complete stratigraphic frame-
work, whereas the seismic structures offer detailed support. We
choose the synthetic seismic data constructed by an outcrop model
and related geology information from the Permian Basin, West Texas
and New Mexico, as well as nearby field seismic data to verify our

method. We also compare our hybrid method with the slope-based
and stratal slicing methods. Results and further stratal interpretation
in 3D synthetic and field data sets show the improvement of the ex-
tracted horizons by our new hybrid method and demonstrate that this
workflow can be applied to complex subsurface data to enhance stra-
tal and facies interpretation.
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APPENDIX A

HORIZON-GUIDED SLOPES FOR SEISMIC
FLATTENING

For a sample y, we compute the normal vector uðxÞ by solving
the following maximum problem with a constraint for the complete
sample included in its neighborhood Ω:

argmax
uðxÞ

u⊤
!Z

Ω
ðgg⊤ÞGdy

"
u s:t: u⊤u ¼ 1; (A-1)

where g ¼ ½ g1 g2 &T represents the gradient vector and Gh·i is a
Gaussian weighting function defined as the distance between the
interior sample y of the neighborhood Ω and the centered sample
x. We abbreviate the formula as

argmax
uðxÞ

u⊤Tu s:t: u⊤u ¼ 1; (A-2)

where T ¼ ∫ Ωðgg⊤ÞGdy represents the structure tensor, computed
by the smoothed outer products of the neighborhood gradient vectors
near x. Based on the Lagrange multiplier method, this maximum
problem with a constraint can be considered as finding a vector u
corresponding to the extreme of the formula u⊤Tuþ λð1 − u⊤uÞ.
Considering that this formula is the quadratic function of u, we have
Tu ¼ λu by extracting the derivative of this function with respect to u
and making it equal to zero. The eigenvector corresponding to the
largest eigenvalue, obtained by the eigendecomposition of the struc-
tural tensor T, is the vector u that maximizes the preceding quadratic
objective function.
The structure tensor is a symmetric positive-semidefinite matrix

of size 2 × 2, defined as

Figure 28. (a–d) The amplitude slicings of the 5th horizon surfaces,
corresponding to Figure 22a–22d, respectively.

Figure 27. The amplitude slicings of the 3rd horizon surfaces,
corresponding to Figure 22a–22d, respectively.
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T ¼ hgg⊤i ¼
#
hg1g1i hg1g2i
hg1g2i hg2g2i

$
; (A-3)

where h·i denotes Gaussian smoothing for the outer product in the
angle brackets. The eigendecomposition of the structure tensor can
be represented as

T ¼ λuuu⊤ þ λvvv⊤; (A-4)

where u and v are the unit eigenvector respectively corresponding
to the eigenvalue λu and λv of the structure tensor T. Assuming
λu ≥ λv, the eigenvector u represents the direction along which
the seismic amplitude varies the most, so it is perpendicular to
the local linear reflection in the seismic image, whereas the orthogo-
nal eigenvector v represents the direction with a consistent feature,
in other words, parallel to the local seismic reflection.
By extending the normal vector fitting the gradient direction field

to that fitting both the gradient and the geology-guided vector field,
we pose the following constrained maximum problem:

argmax
uðxÞ

u⊤
!Z

Ω
ðwggg⊤þwrrr⊤ÞGdy

"
u s:t:u⊤u¼1; (A-5)

where r represents the geology-guided vector and wg, and wr
respectively represent the weight of gradient vector g and geol-
ogy-guided vector r in estimating the normal vector u of the true
stratigraphic framework. In addition, the meanings of the remaining
variables are the same as that in equation A-2.
Further, the geology-guided structure tensor is defined as

follows:

T¼
Z

Ω
ðwggg⊤þwrrr⊤ÞGdy

¼

"
hwgg1g1þwrr1r1i hwgg1g2þwrr1r2i
hwgg1g2þwrr1r2i hwgg2g2þwrr2r2i

#

; (A-6)

where r1 and r2 represent the vertical and horizontal components of
the geology-guided vector, respectively. However, due to Gaussian
weighting, the normal vector computed from the geology-guided
structure tensor is smoothed around the unconformity. To preserve
inconsistent structures above and below unconformities, we alter-
natively use a nonstationary filter in the geology-guided structure
tensor. The constrained maximum problem and the geology-guided
structure tensor with a nonstationary filter can be redefined as

argmax
uðxÞ

u⊤
!Z

Ω
ðwggg⊤þwrrr⊤ÞSdy

"
u s:t:u⊤u¼1 (A-7)

and

T¼
Z

Ω
ðwggg⊤þwrrr⊤ÞSdy

¼

"
hwgg1g1þwrr1r1is hwgg1g2þwrr1r2is
hwgg1g2þwrr1r2is hwgg2g2þwrr2r2is

#

; (A-8)

where S and h·is both represent the nonstationary filter varying
spatially, for which the scale of smoothing is controlled by the con-

straints of unconformities. The nonstationary filters here are imple-
mented by the edge-preserving smoothing filter (Hale, 2011).
The unit eigenvector u of the structure tensor contains vertical

and horizontal components u ¼ ðu1; u2Þ. By assuming that the nor-
mal vectors usually point downward and the vertical component
u1 > 0, we can compute the reflection slopes p as follows:

pðxÞ ¼ −
u2ðxÞ
u1ðxÞ

: (A-9)

After obtaining the seismic slopes, to preserve the gap in the
geology age at the unconformity, we use the flattening method with
unconformity constraints (Wu and Hale, 2015a):

2

4w
%
− ∂s

∂x − p ∂s
∂t

&

ϵ ∂s
∂t

3

5 ≈
#
wp
0

$
; (A-10)

where pðx; tÞ represents the seismic reflector slopes, wðx; tÞ repre-
sents the weights of the equations, and the second equation
ϵð∂s=∂tÞ ≈ 0 with a small constant ϵ is used to generate continuous
vertical shifts. As for unconformities contained in the seismic im-
age, unconformity can be incorporated into the preceding equations
by setting wðx; tÞ ¼ 1 − gtðx; tÞ and ϵðx; tÞ ¼ ϵ0½1 − gtðx; tÞ&,
where ϵ0 is a minuscule constant. The spatially varying ϵðx; tÞ, with
a smaller value at unconformities, greatly benefits generating
reasonable discontinuous vertical shifts at unconformities. Further-
more, unconformity can be further used to constrain the precondi-
tioner of the conjugate gradient method in solving these equations
(Wu and Hale, 2015a).
For 3D seismic data, applying the closest-point distance trans-

form to a 3D space with three geologic time surfaces, we can also
obtain the corresponding geology-guided vector field r and distance
field d. Then, following the same process, we can derive the geol-
ogy-guided structure tensor with a nonstationary filter:

T¼
Z

Ω
ðwggg⊤þwrrr⊤ÞSdy

¼

2

664

hwgg1g1þwrr1r1ishwgg1g2þwrr1r2ishwgg1g3þwrr1r3is
hwgg1g2þwrr1r2ishwgg2g2þwrr2r2ishwgg2g3þwrr2r3is
hwgg1g3þwrr1r3ishwgg2g3þwrr2r3ishwgg3g3þwrr3r3is

3

775;

(A-11)

where g1, g2, and g3 represent the vertical, inline, and crossline com-
ponents of the gradient vector, respectively, and r1, r2, and r3 re-
present the vertical, inline, and crossline components of the
geology-guided vector, respectively. Weight wg is linearity com-
puted by the conventional 3D structure tensor, and weight wr is also
calculated by the distance field d. Clearly, S and h·is also represent
the nonstationary filter controlled by the unconformities.
Next, we compute inline slope p and crossline slope q based on

the eigenvector u ¼ ðu1; u2; u3Þ of the geology-guided structure
tensor in equation A-11:
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pðxÞ ¼ −
u2ðxÞ
u1ðxÞ

and qðxÞ ¼ −
u3ðxÞ
u1ðxÞ

: (A-12)

Finally, the flattening method used in generating the seismic
horizon volume with unconformities is clear:

2

664

w
%
− ∂s

∂x − p ∂s
∂t

&

w
%
− ∂s

∂y − q ∂s
∂t

&

ϵ ∂s
∂t

3

775 ≈

"wp
wq
0

#

; (A-13)

where the meaning of the variables is consistent with equa-
tion A-10.
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