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Abstract—The low-rankness property of the Hankel matrix formulated from the clean seismic data corresponding to a few number of linear events has been successively leveraged in many low-rank (LR) approximation methods for seismic data denoising. The common scheme in these rank-reduction methods is to compute the best LR approximation of the formulated Hankel matrix and then obtain the denoised data from the LR matrix. However, without utilizing the Hankel structure when computing the LR approximation, if we rearrange the denoised data into a Hankel matrix, it is in general not exactly LR as expected. In this paper, we propose a Hankel LR (HLR) approximation method to simultaneously exploit both the Hankel structure and the LR property underlying the clean seismic data. The formulated HLR approximation problem is solved by an alternating-minimization-based algorithm. We provide rigorously convergence analysis of the proposed algorithm. The superior performance of the proposed HLR approximation method is demonstrated on both synthetic and field seismic data.
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I. INTRODUCTION

IT IS inevitable that random noise—which will influence the stability and precision of inversion-based migration and introduce artifacts in the migrated image—appears widely through the acquisition of seismic data [1]–[3]. Thus, one of the most important steps in seismic data processing is noise suppression [1], as removing the additive noise can facilitate the following steps, such as fault detection [4]–[6], seismic attributes extraction techniques [7], [8], and even for oil and gas detection [2], [3].

In the last two decades, a wide range of methods have been utilized to remove the additive noise and thus to improve the performance of the following seismic data processing tasks (such as poststack inversion). The fundamental idea underlying most of the denoising methods is to exploit the concise structure or property that is only within the true (also known as clean) signals, rather than the noise. In seeking to exploit this useful structure or model the true signals obey, one line of research attempts to represent the useful signals with some well-selected basis [9], [10], i.e., transform the data into different domains in which the true signals present very benign structure such as sparsity (i.e., only very few number of coefficients are large, which is a key ingredient in compressive sensing [11], [12]), which is not the case for the noise. Typical examples include Fourier transform [13], wavelet transform [14], curvelet transform [15], [16], shearlet transform [17], [18], seislet transform [19], [20], Radon transform [21], learned dictionary [22]–[24], and the deep learning technique [25]–[27]. The predictable property of the true signal has also been leveraged to enhance useful signals and suppress random noise in $t-x$ predictive filtering [28], $f-x$ deconvolution [29], the polynomial fitting-based approach [30], and nonstationary predictive filtering [31].

A second line of research attempts to directly extract the useful information. A natural way is to decompose the noisy seismic data into different components and then select the principal components as a surrogate of the true signal. Typical methods belonging to these decomposition-based denoising approaches include empirical-mode decomposition (EMD) and its improvements [32]–[35], singular value decomposition (SVD)-based approaches [36], [37], and regularized nonstationary decomposition [38], [39]. Another closely related method is the so-called low-rank (LR) approximation, such as the Cadzow filtering [40], singular spectrum analysis (SSA) [41], multichannel SSA [42], and damped SSA [2], [3], [43].

Among these methods, the LR approximation approaches have been widely adopted in the field of random noise suppression due to its outstanding performance, especially in land seismic surveys where most subsurface reflectors are relatively flat [3], [42], [44]. The LR model has also been successfully exploited for reverse time migration [45]. The theoretical underpinning of the LR-based methods [41], [42], [44] is that the Hankel matrix formulated from the useful seismic signal is LR and the rank is equal to the number of linear events (or dip components) in the seismic profile (see Section II for the details), while the Hankel matrix corresponding to the noise component is in general high rank. To exploit such an LR property, the general step in these LR approximation methods is to exploit the Hankel structure when computing the LR approximation, if we rearrange the denoised data into a Hankel matrix, it is in general not exactly LR as expected.
methods is to rearrange the noisy data \( d = s + n \) (where \( s \) is the clean signal and \( n \) is the additive noise) into a Hankel matrix \( D \), compute the LR approximation \( L \) of this Hankel matrix \( D \), and finally obtain the estimation \( \hat{s} \) by transferring \( L \) back to the signal (i.e., taking the average of the skew diagonals of \( L \)). The last step is equivalent to first compute a Hankel matrix \( H \) that is closest to this LR approximation \( L \) and then map this Hankel matrix \( H \) back to the signals’ domain (the inverse of mapping a signal to a Hankel matrix). However, we note that the LR approximation \( L \) is, in general, no longer to be a Hankel matrix. On the other hand, when we project this LR approximation \( L \) onto the Hankel space, the projection \( H \) actually has different (higher) ranks than \( L \).

In other words, if we formulate a Hankel matrix from the estimated signal \( \hat{s} \), this Hankel matrix is, in general, not exactly LR as expected (see Fig. 1 and the detailed discussion in Section III-A). This suggests an interesting fact that by exploiting the additional Hankel structure when computing the LR approximation, the performance of LR approximation methods can be further improved.

Based on the above-mentioned observation, in this paper, we propose a Hankel LR (HLR) approximation method to exploit the additional Hankel structure in computing the LR approximation. The contribution of this paper is summarized as follows.

The first contribution of this paper is to simultaneously exploit both the Hankel structure and the LR property underlying the useful seismic data. In particular, we formulate the denoising problem as an HLR approximation rather than the simple LR approximation adopted in the conventional methods [3], [42], [44]. By utilizing the additional Hankel structure, which actually has a very few number of degrees of freedom (DOFs), we expect to improve the denoising performance. We also propose an alternating-minimization-based algorithm solving the formulated HLR approximation problem.

The second contribution is to provide rigorously convergence analysis of the proposed algorithm. In particular, we show that the algorithm has convergence and any of its limit point is a coordinatewise minimum point and a stationary point.

The outline of this paper is as follows. Section II contains the fundamental material explaining the low-rankness property of the Hankel matrix formulated from the useful seismic data. We propose the HLR approximation method for seismic denoising in Section III. In Section IV, we demonstrate the performance of the proposed method on both synthetic seismic data and field seismic data. We conclude this paper in Section V.

II. PRELIMINARIES

Consider 2-D seismic data acquired on a regular grid \( D(\ell, w) \), where \( \ell = 1, \ldots, L \) denotes trace indices and \( w \) denotes the temporal frequency. According to [42], a linear event has a space–frequency representation given by \( \sigma(w)e^{-j\omega P} \), where \( P \) represents the slowness and \( \sigma(w) \) denotes the amplitude. Considering a small window of analysis that consists of a superposition of \( R \) (which is much smaller than \( L \)) linear events, we have

\[
D(\ell, w) = S(\ell, w) + N(\ell, w)
\]

where \( N(\ell, w) \) is the noise component and

\[
S(\ell, w) = \sum_{r=1}^{R} \sigma_r(w)e^{-j\omega P_r},
\]

which corresponds to the signal component. For convenience, for each frequency \( w \), we stack \( D(1, w), D(2, w), \ldots, D(L, w) \) into a length-\( L \) vector

\[
d_w = [D(1, w) \ D(2, w) \ \cdots \ D(L, w)]^T,
\]

where \( T \) represents the transpose operator. Similarly

\[
s_w = [S(1, w) \ S(2, w) \ \cdots \ S(L, w)]^T,
\]

\[
n_w = [N(1, w) \ N(2, w) \ \cdots \ N(L, w)]^T.
\]

From (1), we have

\[
d_w = s_w + n_w.
\]

To utilize the underlying structure within the seismic data \( S(\ell, w) \) in (2), a popular approach is to map the vector \( d_w \) into a Hankel matrix. Toward that end, we first define an operator \( \mathcal{H} : \mathbb{R}^L \rightarrow \mathbb{R}^{M \times N} \) that maps a vector into a Hankel matrix

\[
\mathcal{H}(x) := \begin{bmatrix}
  x_1 & x_2 & x_3 & \cdots & x_N \\
  x_2 & x_3 & \cdots & \cdots & x_{N+1} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  x_M & x_{M+1} & \cdots & \cdots & x_L
\end{bmatrix}
\]

where \( x_\ell \) is the \( \ell \)th element in \( x \), and \( M \) and \( N \) are usually chosen as \( M = \lfloor L/2 \rfloor + 1 \) and \( N = L - M + 1 \) so that \( \mathcal{H}(x) \) is close to a square matrix as possible [44]. Here, \( \lfloor a \rfloor \) denotes the largest integer that is smaller than or equal to \( a \). Throughout, the inverse Hankel operator is denoted by \( \mathcal{H}^T : \mathbb{R}^{M \times N} \rightarrow \mathbb{R}^L \), i.e., \( x = \mathcal{H}^T(X) \) is obtained by taking the average of the skew diagonals of \( X \). Note that \( \mathcal{H}^T \mathcal{H} = I \), but \( \mathcal{H} \mathcal{H}^T \) is not an identity operator.

Now for each frequency \( w \), we map the vector \( d_w \) into a Hankel matrix as

\[
D_w := \mathcal{H}(d_w) = \mathcal{H}(s_w + n_w) = S_w + N_w
\]

where \( S_w = \mathcal{H}(s_w) \) and \( N_w = \mathcal{H}(n_w) \). To see the LR structure in \( S_w \), we rewrite

\[
S_w(m, n) = \sum_{r=1}^{R} \sigma_r(w)e^{-j\omega (m+n-1)p_r}
\]

\[
= \sum_{r=1}^{R} \sigma_r(w)e^{jwp_r}e^{-jwp_rm}e^{-jwp_n}
\]

which implies

\[
S_w = \sum_{r=1}^{R} \sigma_r(w)e^{jwp_r}e_{f_r,M}e_{f_r,N}^T
\]

with

\[
e_{w, p_r, M} = [e^{-jwp_r}, e^{-jwp_r^2}, \ldots, e^{-jwp_rM}]^T.
\]
Thus for each frequency \( \omega \), \( S_\omega \) has rank at most \( R \), as it can be expressed in (5) as the sum of \( R \) rank-1 matrices, no matter what the values of \( p_r \) are for all \( r = 1, \ldots, R \). We stress that this lies out the main difference between the LR approach and the Fourier transform-based denoising; when the frequencies \( p_r \) are on the discrete Fourier transform (DFT) grid, the DFT coefficients of \( s_\omega \) are sparse and one can utilize this sparseness to remove the noise from \( d_\omega \). However, when the frequencies \( p_r \) are not on the discrete DFT grid, the DFT coefficients of \( s_\omega \) are not sparse, which are known as the “leakage” issue [10]. On the other hand, the LR approach avoids this “leakage” issue, since the Hankel matrix \( S_\omega \) is LR for any values of \( p_r \). This explains the potential advantages of rank-reduction methods compared with the Fourier transform-based approaches for seismic noise denoising.

A. Seismic Low-Rank Approximation

The LR structure in \( S_\omega \) has been popularly utilized for attenuating random noise in seismic data [42], [44], where for each \( \omega \), the LR Hankel matrix \( S_\omega \) is estimated by

\[
\overline{S}_\omega = \arg\min_{S: \text{rank}(S) \leq R} \| D_\omega - S \|_F^2
\]

which is a rank-\( R \) approximation to the Hankel matrix \( D_\omega \) formulated from the data \( d_\omega \). It follows from the Eckart–Young theorem that the optimal solution to (6) is given by:

\[
\overline{S}_\omega = [S_\omega]_R := U_R \Sigma_R V_R^H
\]

where \( \Sigma_R \) is an \( R \times R \) diagonal matrix consisting the first \( R \) largest singular values and \( U_R \) and \( V_R \) containing the corresponding \( R \) right singular vectors and \( R \) left singular vectors, respectively. The best rank-\( R \) approximation is the key ingredient for filtering or denoising [42], [44].

III. SEISMIC HANKEL LOW-RANK APPROXIMATION

In this section, we provide an HLR approximation for attenuating random noise in seismic data. Unlike the LR approximation method (in Section II-A) which only exploits the LR structure in \( S_\omega \), the proposed HLR approximation method simultaneously utilizes the LR structure and the Hankel structure in \( S_\omega \). By exploiting the additional Hankel structure in \( S_\omega \), the proposed method is expected to have a better performance in removing noise. To simplify the notations and better present the main idea, in this section, we drop the subscript \( \omega \) in \( D_\omega \), \( S_\omega \), and \( N_\omega \) and write them as \( D \), \( S \), and \( N \), respectively. That is

\[
D := \mathcal{H}(d) = \mathcal{H}(s+n) = S+N
\]

where \( S = \mathcal{H}(s) \), \( N = \mathcal{H}(n) \), \( d \) is the measurement vector, \( n \) is the noise vector, and \( s \) is the signal vector that needs to be estimated.

A. Importance of Hankel Structure

To intuitively explain the importance of exploiting the Hankel structure within \( S \) when we remove the noise component \( N \) from \( D \), we consider the number of degrees of freedom (DOF) within the Hankel structure and the LR structure. For a general Hankel matrix \( S \in \mathbb{R}^{M \times N} \), its number of DOF is \( M+N \). On the other hand, for a general rank-\( R \) \( S \in \mathbb{R}^{M \times N} \), the number of DOF is \( R(M+N-R) \), which in general is much higher than \( (M+N) \), especially when \( R \gg 1 \). As we explained before, the fundamental idea underlying most of denoising methods is to exploit the concise structure that the signals obey. To utilize the concise structure within a signal is equivalent to come up with a method to leverage its small number of DOF within the signal. In this sense, the Hankel structure within \( S \) is at least as useful as the low-rankness property of \( S \).

We now utilize a simple example shown in Fig. 1 to further explain the potential benefit by exploiting both the Hankel structure and the low-rankness within \( S \). We generate a rank-2 Hankel matrix [see Fig. 1(a1)], whose singular values are shown in Fig. 1(a2). According to (8), we then generate a random Gaussian noise \( n \) and add the corresponding Hankel noise \( \mathcal{H}(n) \) with \( S \) to get the noisy Hankel matrix \( D \), which is shown in Fig. 1(b1). As observed from Fig. 1(b1), most of the singular values of \( D \) are large, indicating that \( D \) is not LR. Based on (6), we compute the rank-2 approximation \( \overline{S} \) of \( D \) and show it in Fig. 1(c1). Even though \( \overline{S} \) has the same rank as \( S \), the former is not a Hankel matrix and is not close to the later. Fig. 1(d1) shows \( \mathcal{H}(\mathcal{H}^\dagger(\overline{S})) \), the projection of \( \overline{S} \) into the Hankel space. It is clear from Fig. 1(d2) that this Hankel matrix is not LR. We note that this classical procedure [i.e., obtain the LR approximation \( \overline{S} \) and \( \mathcal{H}(\mathcal{H}^\dagger(\overline{S})) \)] is utilized in [2], [3], [41], and [42].

To overcome the above issue, we exploit the additional Hankel structure when we compute an LR approximation to \( D \). To that end, we apply the proposed HLR approximation (see Algorithm 1) to obtain an LR approximation \( L \), which is also close to a Hankel matrix. Fig. 1(e1) shows the obtained \( L \). Compared to \( \overline{S} \) in Fig. 1(c2), \( L \) is a better estimation for the true Hankel matrix \( S \).

B. Hankel Low-Rank Approximation for Seismic Denoising

Inspired by the above discussion, we now formulate the HLR seismic denoising as

\[
\begin{align*}
\min_{H \in \mathbb{R}^{M \times N}} & \| D - H \|_F^2 \\
\text{s.t.} & \quad \text{rank}(H) \leq R, \ H \in \mathbb{H}
\end{align*}
\]

(9)

where

\[
\mathbb{H} = \{ H \in \mathbb{R}^{M \times N} : H = \mathcal{H}(\mathcal{H}^\dagger(H)) \}
\]

(10)

is the set of \( M \times N \) Hankel matrices. Here, \( \mathcal{H} \) is the operator defined in (3). Without the Hankel constraint, (9) reduces to the conventional LR approximation for seismic denoising. By exploiting this underlying Hankel structure within \( S \), we expect to obtain a better estimation of \( S \). However, unlike (6) whose closed-form solution can be obtained by SVD, in general there is no such closed-form solution for (9) because of the additional Hankel structure.

To develop an algorithm for solving (9), it is useful to introduce an auxiliary variable \( L \approx H \) and consider a slight
relaxation of (9)
\[
\min_{H, L \in \mathbb{R}^{M \times N}} f(H, L) := \|D - H\|_F^2 + \lambda \|L - H\|_F^2
\]
subject to \( \text{rank}(L) \leq R, \ H \in \mathbb{H} \) \ (11)
where \( \lambda \) is a penalty parameter. We now utilize the alternating minimization to solve (11). An alternating minimization method has been widely utilized for solving practical problem [46], [47]. This method starts with an initial \( L_0 \) and alternatively optimizes with respect to \( H \) (when \( L \) is fixed) and with respect to \( L \) (when \( H \) is fixed)
\[
H_{k+1} = \text{arg min}_{H \in \mathbb{H}} f(H, L_k) \quad (12)
\]
\[
L_{k+1} = \text{arg min}_{\text{rank}(L) \leq R} f(H_{k+1}, L) \quad (13)
\]
where \( H_k \) and \( L_k \) denote the values of \( H \) and \( L \) in the \( k \)th iteration, respectively. To solve (12), we first rewrite \( f(H, L_k) \) by
\[
f(H, L_k) = \|D - H\|_F^2 + \lambda \|L - H\|_F^2
\]
\[
= (1 + \lambda) \left\| H - \frac{1}{1 + \lambda}(D + \lambda L_k) \right\|_F^2 + c
\]
where \( c \) is independent of \( H \). Thus, (12) has a simple closed-form solution
\[
H_{k+1} = \mathcal{P}_H \left( \frac{1}{1 + \lambda}(D + \lambda L_k) \right) = \frac{1}{1 + \lambda} \mathcal{P}_H(D + \lambda L_k)
\]
where \( \mathcal{P}_H : \mathbb{R}^{M \times N} \rightarrow \mathbb{H} \) is the orthogonal projector onto the set of Hankel matrices \( \mathbb{H} \). In particular, we have \( \mathcal{P}_H(\cdot) = \mathcal{H}(\mathcal{H}(\cdot)) \). Similarly, there also exists a simple closed-form solution for (13)
\[
L_{k+1} = \mathcal{P}_L(H_{k+1})
\]
where \( \mathcal{P}_L \) is the projection onto the set of \( M \times N \) LR matrices
\[
\mathbb{L} := \{ L \in \mathbb{R}^{M \times N} : \text{rank}(L) \leq R \} \ (14)
\]
In other words, \( \mathcal{P}_L(A) \) computes the best rank-\( R \) approximation (see (7)) of \( A \). The full procedure is depicted in Algorithm 1. The following result establishes the convergence guarantee for Algorithm 1.

**Theorem 1 (Convergence of Algorithm 1):** Let \((H_k, L_k)\) be the sequence generated by Algorithm 1. Then, the following holds.
1) The sequence \( \{H_k\} \) is regular
\[
\lim_{k \to \infty} \|H_k - H_{k+1}\|_F = 0. \quad (15)
\]

2) The sequence \((H_k, L_k)\) is a bounded sequence and thus it has at least one convergent subsequence. For any convergent subsequence with limit point \((H^*, L^*)\), we have \(H^* \in \mathbb{H}, L^* \in \mathbb{L} \) and
\[
f(H^*, L^*) = \inf_k f(H_k, L_k).
\]

3) Furthermore, \((H^*, L^*)\) is not only a coordinatewise minimum point but also a stationary point of \((11)\).

The proof of Theorem 1 is in Appendix A. In other words, Theorem 1 assures that Algorithm 1 finds a stationary point of \((11)\) and the iterates of \(\{H_k\}\) are regular and hence we can obtain the denoise signal by applying \(\mathcal{H}^\dagger\) to the last iterate of \(H\). By utilizing the penalty \(\|H - L\|_F^2\) in \((11)\), \(H^* \) and \(L^* \) are supposed to be close to each other, and thus the estimation obtained from \(H^* \) is expected to be a better estimator of the clean signal compared to the one obtained by the classical LR approximation method.

With respect to the computational complexity of Algorithm 1, in each iteration, it has two steps. They are projection onto the Hankel space (i.e., updating \(H_k\)), which is very cheap and requires \(O(MN)\) operations, and LR approximation (i.e., updating \(L_k\)), which requires \(O(M^2N)\) operations. Thus, the total cost for Theorem 1 is \(O(M^2N_{\text{iter}})\).

As a contrast, the damped LR (DLR) approximation method [3] and the classical LR approximation method [42] require performing SVD, and the cost is \(O(M^2N)\). Fortunately, as demonstrated in Section IV with experiments, Algorithm 1 converges very fast and thus we can choose a very small \(N_{\text{iter}}\) (say \(N_{\text{iter}} = 4\)).

We end this section by discussing the selection of the rank \(R\). As we explained before in Section II, the Hankel matrix \(S = \mathcal{H}(s)\) is LR only when the signal \(s\) corresponds to \(R\) linear events. However, the real seismic data are in general very complicated and are generated from nonlinear events. Thus, a common strategy is to work in local windows, since, within a small window, the vent can be approximately viewed as a superposition of a few number of linear events [3], [42], [44]. However, this poses the difficulty of choosing an appropriate rank for each local processing window. In other words, to optimize the performance of the HLR approximation for local seismic denoising, we need to choose the optimal rank for each window. To overcome this issue, Chen et al. [44] utilized the EMD by decomposing the signal into a number of components corresponding to linear events. In this paper, we utilize a more straightforward way to adaptively select the rank for each Hankel matrix. In particular, suppose \(Y = X + N\), where \(N \in \mathbb{R}^{M \times N}\) (with \(M \geq N\)) is a Gaussian random matrix and \(X\) is an LR matrix but its true rank \(R^*\) is unknown. Let \(\sigma_1 \geq \cdots \geq \sigma_M\) be the singular values of \(Y\). Without knowing the statistical information (like the variance) of the noise \(N\), Gavish and Donoho [48] provided a simple rule for estimating the rank of \(X\)
\[
R = \#\{i : \sigma_i \geq c\sigma_{\text{med}}\} \quad (16)
\]

where \# denotes the number of elements in a set, \(c = 0.56(M/N)^3 - 0.95(M/N)^2 + 1.82(M/N) + 1.43\), and \(\sigma_{\text{med}}\) is the median singular value of the matrix \(Y\). In other words, \(R\) in \((16)\) is equal to the number of singular values that are greater than \(c\sigma_{\text{med}}\). The computational cost for \((16)\) is negligible compared to the cost for SVD. We incorporate \((16)\) into Algorithm 1 to adaptively estimate the rank \(R\). However, we note that it is possible to obtain a better estimation by exploiting the Hankel structure in the noise matrix \(N\) in \((8)\). We defer it to the future work.

**Algorithm 1 HLR Approximation for Seismic Denoising**

**Input:** noisy data \(d\), rank \(R\), number of iterations \(N_{\text{iter}}\)

**Formulating a Hankel matrix:** \(D = \mathcal{H}(d)\)

**Initialization:** \(L_0 = \mathcal{P}_L(D)\)

for \(k = 0, 1, \ldots, N_{\text{iter}} - 1\) do

\[
\begin{align*}
H_{k+1} &= \frac{1}{1 + \lambda}\mathcal{P}_L(D + \lambda L_k) \\
L_{k+1} &= \mathcal{P}_L(H_{k+1})
\end{align*}
\]

end for

**Output:** the estimation of \(s\): \(\mathcal{H}^\dagger(H_{N_{\text{iter}}}^\dagger)\)

**IV. EXPERIMENTS**

**A. Evaluation of Denoising Performance**

To begin, we first give out some quantities to evaluate the denoising performance. For the synthetic examples, we use the following signal-to-noise ratio (SNR) [44]:
\[
\text{SNR} = 10\log_{10} \frac{\|C\|_F^2}{\|C - A\|_F^2} \quad (17)
\]

where \(C\) is the clean seismic data and \(A\) is the estimated or denoised one.

For the field data example, since the true signal is unknown as a prior, we can compute the local similarity [44] or the local correlation coefficient to measure the difference between denoised data and the removed noise. The following are equations to compute the local correlation coefficient:
\[
\rho_c = \frac{\langle \widehat{A}, \widehat{B} \rangle}{\|A\|_F\|B\|_F} \quad (18)
\]

where \(\widehat{A}\) and \(\widehat{B}\) have elements
\[
\hat{a}_{ij} = a_{ij} - \frac{1}{N_1N_2} \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} a_{ij} \quad (19)
\]
\[
\hat{b}_{ij} = b_{ij} - \frac{1}{N_1N_2} \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} b_{ij} \quad (20)
\]

where \(N_1\) and \(N_2\) are the number of time-samples and traces in the local window, and \(a_{ij}\) and \(b_{ij}\) are the elements in the denoised data and the removed noise data, respectively.

In other words, a high local correlation coefficient between denoised signal and noise indicates that useful signals exist.
in the removed noise, while a low local correlation coefficient (such as zero) between denoised signal and noise indicates superior denoising performance.

B. Convergence of Algorithm 1 for Hankel Low-Rank Approximation

To demonstrate the convergence of Algorithm 1, we generate a length-\(L\) (\(L = 49\)) and signal \(s\) consisting of \(R = 5\) linear events as 
\[
\mathbf{s}_t = \sum_{r=1}^{R} \sigma_r e^{-j2\pi t (p_r)},
\]
where the frequencies \(\{p_r\}\) are randomly chosen from \([0, 1]\) and the coefficients \(\{\sigma_r\}\) are generated from a normal distribution. The measurement \(d \in \mathbb{R}^L\) is then generated by adding a Gaussian random noise \(\mathbf{n} \in \mathbb{R}^L\), i.e., \(d = s + n\). We then formulate an \(M \times N\) (with \(M = N = 25\)) Hankel matrix \(\mathbf{D} = \mathcal{H}(d) = \mathcal{H}(s+n) = \mathbf{S} + \mathbf{N}\), where \(\mathbf{S}\) is a rank-\(R\) Hankel matrix corresponding to the clean signal \(s\). We set \(\lambda = 10\) and perform Algorithm 1 to estimate \(\mathbf{S}\) from \(\mathbf{D}\). In Fig. 2, we display the objective function 
\[
\|\mathbf{D} - \mathbf{H}_k\|_F^2 + \lambda \|\mathbf{H}_k - \mathbf{L}_k\|_F^2
\]
[see (11)] as well as the SNR of \(\mathbf{L}_k\) [i.e., \(10\log_{10}(\|\mathbf{S}\|_F^2/\|\mathbf{L}_k - \mathbf{S}\|_F^2\)] against the iteration, where \(k\) denotes the \(k\)th iteration. As seen from Fig. 2, Algorithm 1 dramatically decreases the objective function in the first few number of iterations and the SNR also mainly increases in the first several iterations. Throughout the following experiments, we set \(\lambda = 10\) and \(N_{\text{ite}} = 4\).

C. Application on Synthetic Seismic Data

We first apply the HLR approximation method [consists of Algorithm 1 as well as the rank selection scheme in (16)] on a linear-event synthetic data set, which consists of four linear events. It has 300 traces and 500 time-samples per trace. The sampling interval is 2 ms. Fig. 3(a) and (e) shows the clean and noisy data, respectively. To demonstrate our performance, we compare the proposed method with the widely utilized DLR approximation method [3] and the LR approximation method [42], sometimes called the SSA. Similar to [3] and [42], we utilize the block HLR approximation versions of these three methods (LR, DLR, and HLR) when applied for 3-D seismic data. We choose rank \(R = 2\) for the traditional LR approach and DLR approach. For HLR, we use local processing window size \(25 \times 25 \times 25\) and utilize the rank selection scheme in (16) to choose the rank for each window. Fig. 3(b)–(d) shows the denoising performance after using the LR, DLR, and HLR methods, respectively. Fig. 3(f)–(h) shows the removed noise that corresponds to the LR, DLR, and HLR methods, respectively. It is obvious that although the conventional LR approach and the DLR approach perform well and remove plenty of random noise, the proposed HLR method does an excellent job by suppressing almost all the random noise. At the same time, the useful signals are not destroyed by all three methods. We note that the range of rank selected by HLR is from 0 to 3 and for most local windows without any event, the HLR can identify the rank as 0 and thus remove the noise. On the other hand, we observe a slight edge effect in Fig. 3(d), which is because the local window processing\(^1\) is adopted in HLR. These edge effects are also observed in Figs. 5 and 6, when LR and DLR are also performed with local windows.

Then, we apply these three methods on a hyperbolic-event 3-D synthetic data set, which is composed of four hyperbolic events in the \(x - y - t\) domain. The data contain \(N_x \times N_y\) traces with \(N_x = 300\) and \(N_y = 300\). The sampling interval is 0.002 s and the total time is 1 s. For the three methods, we use local processing window size \(25 \times 25 \times 25\), where the hyperbolic events can be considered locally linear. For a seismic profile of the crossline section of the field data example at \(N_y = 150\), we display the clean and noisy examples in Fig. 4(a) and (b), respectively.

Fig. 4(c) and (d), respectively, shows the denoised data and the removed noise by using the proposed HLR method. It is clear that HLR effectively suppresses most of the random noise, and at the same time, it preserves the useful signals even in the complicated areas. We note that the range of rank selected by HLR is from 0 to 4 and for most local windows without any event, the HLR can identify the rank as 0. Figs. 5 and 6, respectively, describe the denoising performance for the LR method and the DLR method with rank global rank \(R\) varying from 1 to 4. We observe from Figs. 5 and 6 that more useful signals are preserved with the rank \(R\) increasing from 1 to 4. However, there is also more residual noise in the denoised data when the rank is increasing. It is clear that the useful events are damaged when the rank is 1. Compared with \(R = 1, 2\), the results in \(R = 3, 4\) are better regarding to the protection of useful signals, but are worse with respect to random noise suppression. Compared with the LR approach, the DLR method has a better denoising performance. It seems that when \(R = 1\), DLR causes the damage of hyperbola events, which is against the denoising principle. When rank is equal to 2, 3, or 4, DLR can suppress plenty of random noise without the loss of useful signals.

We note that the proposed HLR yields an even better performance on random noise reduction. From Fig. 4(c), we see clearly that almost all random noise is eliminated after using the proposed method. In addition, we observe from Fig. 4(d) that there are negligible useful signals in the removed noise by the proposed approach. We also display the SNR obtained by

\(^1\)Local window processing is not adopted in LR and DLR, because they have a better performance when performed globally than locally for linear events.
different denoising methods in Table I. Note that the proposed HLR is independent of $R$, since it utilizes a novel adaptive rank selection scheme. As can be observed from Table I, the SNR of denoising results by the traditional LR method has a downward trend when the rank $R$ increases from 1 to 4, which means that there is more random noise left with $R$ increasing. When $R = 1$, the LR method obtains a higher SNR of 18.86 dB. The SNRs of denoising results by using the DLR method increase from 23.67 (when $R = 1$) to 28.78 (when $R = 2$), which is followed by a decrease when rank increases from 2 to 4.

Our proposed method obtains an SNR of 31.68 dB larger than that of any case of traditional LR and DLR methods. Based on the above-mentioned discussions (including all the figures and table), one can draw the conclusion that the proposed HLR yields a superior denoising performance. However, we note that HLR requires more computational time, since it is an iterative method. In Table II, we list the time used for the three methods (all with local window processing) performed by MATLAB 2017 on a Macbook Pro with i5 CPU at 2.3 GHz and RAM 8G. As we explained in Section III, HLR has higher cost, because it requires performing LR approximation in each iteration. A possible method to reduce the computational complexity in HLR is by utilizing the factorization approach [49], [50] that efficiently computes the LR approximation without the computation of SVDs and particularly enables us to use gradient descent for updating $L_k$ in Algorithm 1.

**D. Application on Field Seismic Data**

To exhibit the superior performance of the proposed method, we apply the HLR method on a real 3-D poststack field
data sets. The data contain $N_x \times N_y$ traces with $N_x = 400$ and $N_y = 200$. The sampling interval is 0.004 s. The local processing window size is the same as before, i.e., $25 \times 25 \times 25$. Fig. 7(a) shows the raw noisy seismic data. Fig. 7(b)–(d) shows the corresponding denoised data using the LR method, the DLR method [3], and the proposed HLR method, respectively. Fig. 7(e)–(g) shows the removed noise by these methods. Fig. 8 shows the denoising comparison of the 100th inline section of the field data. Fig. 9 is similar to Fig. 8, but for the 100th crossline section of the field data. We choose $R = 4$ for LR and DLR in order to conservatively preserve the main features of the original data. We can see from Figs. 7–9 that the proposed method achieves a better denoising result with seldom damage of useful signals. From the comparison of the three figures, we also observe that although the denoised results using the LR approach and the DLR approach are quite clean, they lose plenty of useful signals, especially around 0.4–0.6 and 0.6–0.8 s in inline
Fig. 7. Denoising comparison of the 3-D field data. (a) Noisy real data and denoised data using (b) LR, (c) DLR, and (d) proposed HLR methods. (e)–(g) Removed noise corresponding to (b)–(d).

Fig. 8. Denoising comparison of the 100th inline section of the field data. (a) Noisy real data and denoised data using (b) LR, (c) DLR, and (d) proposed HLR methods. (e)–(g) Removed noise corresponding to (b)–(d).

section and 0.4–0.6 and 0.8–1.0 s in crossline section. We can also compare the horizontal slice from Fig. 7(e) and (f) and draw the conclusion that there is obvious damage of useful signals after using the LR approach and the DLR approach. As we already choose $R = 4$ in this test, if we want to preserve as much as useful signal, we need to select a very large rank. But when the rank is too large, the LR and DLR approaches remove seldom random noise. As we can see from Figs. 7(d) and (g), 8(d) and (g), and 9(d) and (g), the proposed HLR can not only remove a significant amount of random noise but also preserve most of the useful signals.

For complex geological structure, there might be several events with different slopes in local window poststack profile, which can be seen clearly in Fig. 8(a). As can be observed from 0.6–0.9 s in Fig. 8(e)–(g), the removed noise by the LR and DLR methods contains an apparent part of the useful signal. While our proposed method produces negligible damage of useful signals. This leads us to the conclusion that the proposed approach can achieve extremely better denoising results, especially in complicated areas.

We finally compare the local correlation coefficients between denoised data and the removed noise. Fig. 10 shows
Fig. 9. Denoising comparison of the 100th crossline section of the field data. (a) Noisy real data and denoised data using (b) LR, (c) DLR, and (d) proposed HLR methods. (e)–(g) Removed noise corresponding to (b)–(d).

Fig. 10. Local correlation coefficient analysis between denoised data and removed noise at the 100th crossline section of the field data. (a) LR method. (b) DLR method. (c) Proposed HLR method.

the local correlation coefficients of the three methods at the 100th crossline section of the field data. It is clear that there are many high-similarity areas (0.6–0.7 and 0.9–1.0 s) in Fig. 10(a) and (b), revealing the amount of useful signals in the removed noise data. The local correlation coefficient of the HLR method is negligible in most areas, indicating its superior performance in preserving useful signals.

V. CONCLUSION

We proposed an HLR scheme to simultaneously leverage both the Hankel structure and the LR property underlying the clean seismic data. The effective denoising performance is improved by exploiting the additional Hankel structure when computing the LR approximation. We propose an alternating-minimization-based algorithm for solving the formulated HLR approximation problem and also provide rigorously convergence analysis of the proposed algorithm. The experiments on both synthetic and field data suggest that the proposed approach achieves superior performance compared with conventional LR approximation methods. In particular, the proposed approach yields extremely better denoising results in complicated areas, such as the local windows consisting of a number of events with different slopes, which widely appear in shot gather or poststack profile. As future work, it is of interest to utilize the factorization approach [49], [50] to efficiently compute the LR approximation without the computation of SVDs.

APPENDIX A

PROOF OF THEOREM 1

We first give out some necessary definitions.

Definition 1: Let \( f : \mathbb{R}^N \to \mathbb{R} \cup \{\infty\} \) be a proper lower semicontinuous function. Its domain, subdifferential, and stationary points are defined as follows.

- The domain of \( f \) is defined by \( \text{dom} \ f := \{x \in \mathbb{R}^N : f(x) < \infty\} \).
- For each \( x \in \text{dom} \ f \), \( x \) is called the coordinatewise minimum of \( f \) if it satisfies \( f(x + [0, \ldots, 0]_n, \ldots, 0)^T) \leq f(x), \quad \forall d_n, n \in [N] \).
- The subdifferential \( \partial f \) is defined by

\[
\partial f(x) = \left\{ z : \lim_{y \to x} \inf \frac{f(y) - f(x) - \langle z, y - x \rangle}{\|y - x\|} \geq 0 \right\}
\]
for any \( x \in \text{dom} f \) and \( \partial f \ f(x) = \emptyset \) if \( x \notin \text{dom} f \).

- For each \( x \in \text{dom} f \), \( x \) is called the stationary point of \( f \) if it satisfies \( \mathbf{0} \in \partial f \ f \).

To provide the convergence of Algorithm 1, we first transfer the constrained problem (11) into the following equivalent form without any constraints:

\[
g(H, L) := f(H, L) + \delta_{\Omega}(H) + \delta_{\Omega}(L)  \tag{21}
\]

where \( f \) is defined in (11) and \( \delta_{\Omega}(H) = 0 \) if \( H \in \Omega \) and \( \delta_{\Omega}(H) = \infty \) if \( H \notin \Omega \), i.e., it is the indicator function of the set \( \Omega \). Similar notation holds for \( \delta_{\Omega} \). We recall that \( \Omega \) and \( \Omega \) are the sets of Hankel matrices and LR matrices, defined in (10) and (14), respectively. We now proceed the proof by individually showing the three arguments in Theorem 1.

### A. Proof (i) of Theorem 1

By the definition of (12), we have

\[
f(H_k, L_k) - f(H_{k+1}, L_k) = (1 + \lambda) \left( \frac{1}{1 + \lambda} \left( D + \lambda L_k \right) \right) - (1 - \lambda) \left( \frac{1}{1 + \lambda} \left( D + \lambda L_k \right) \right) \\
\geq (1 + \lambda) \| H_k - H_{k+1} \|_F^2
\]

where the last inequality follows because the set \( \Omega \) of Hankel matrices is convex:

\( (H - \partial_{\Omega}(A), \partial_{\Omega}(A) - A) \geq 0 \)

for any \( H \in \Omega \) and \( A \in \mathbb{R}^{M \times N} \). Due to the definition of \( L_{k+1} \) in (13), we have

\[
f(H_{k+1}, L_{k+1}) \leq f(H_{k+1}, L_k)
\]

which together with (22) gives

\[
f(H_k, L_k) - f(H_{k+1}, L_{k+1}) \geq (1 + \lambda) \| H_k - H_{k+1} \|_F^2.
\]

Equation (23) implies that the sequence \( \{ f(H_k, L_k) \} \) [and also \( \{ g(H_k, L_k) \} \) by the definition of (21)] is decreasing and hence is convergent by noting that \( f \) is nonnegative. Repeating (23) for all \( k \) from zero to infinity and adding them up give

\[
\sum_{k=0}^{\infty} \| H_k - H_{k+1} \|_F^2 \leq \frac{1}{1 + \lambda} f(H_0, L_0)
\]

which gives (15).

### B. Proof (ii) of Theorem 1

We first show that

\[
\| H_k \|_F, \| L_k \|_F \leq \| D \|_F
\]

for all \( k \) by induction. To that end, we first assume that \( \| L_k \|_F \leq \| D \|_F \). With this, for \( H_{k+1} \), we have

\[
\| H_{k+1} \|_F = \frac{1}{1 + \lambda} P_{\Omega}(D + \lambda L_k) \leq \frac{1}{1 + \lambda} \| (D + \lambda L_k) \|_F \\
\leq \frac{1}{1 + \lambda} (\| D \|_F + \lambda \| L_k \|_F) \\
\leq \| D \|_F
\]

where the first inequality follows from the Cauchy–Schwarz inequality that \( \sum_{i=1}^{N_1} a_i^2 \geq N(N_1) a_i^2 \) and the last inequality utilizes the fact that \( \| L_k \|_F \leq \| D \|_F \).

Similarly, we now assume that \( \| H_k \|_F \leq \| D \|_F \) and show that \( \| L_k \|_F \leq \| D \|_F \), which can be obtained by

\[
\| L_k \|_F = \| P_{\Omega}(H_k) \|_F \leq \| H_k \|_F \leq \| D \|_F.
\]

Finally, recall that \( L_0 = P_{\Omega}(D) \), indicating \( \| L_0 \|_F \leq \| D \|_F \). This completes the proof for (24).

For convenience, throughout the proof, we denote by \( Z_k = \{ (H_k, L_k) \} \). Since we have shown that the sequence \( \{ Z_k \} \) is bounded, the Bolzano–Weierstrass theorem [51] states that this sequence has at least one convergent subsequence. Let \( Z^* = (H^*, L^*) \) be the limit point of any convergent subsequence \( \{ Z_{k_m} \} \).

Since \( \Omega \) is convex, we have \( H^* \in \Omega \) and hence

\[
\lim_{k_m \to \infty} \delta_{\Omega}(H_{k_m}) = \delta_{\Omega}(H^*) = 0.
\]

Due to the fact that \( f \) is smooth, we also have

\[
\lim_{k_m \to \infty} f(Z_{k_m}) = f(Z^*).
\]

By the definition of (13), we have

\[
f(H_{k_m}, L_{k_m}) + \delta_{\Omega}(L_{k_m}) \leq f(H_{k_m}, L) + \delta_{\Omega}(L)  \tag{25}
\]

for all \( L \in \mathbb{R}^{M \times N} \). Taking \( k_m \to \infty \) and substituting \( L \) by \( L^* \) into (25), and invoking the fact that \( \delta_{\Omega}(L) \) is lower semicontinuous, we have

\[
\liminf_{k_m \to \infty} \delta_{\Omega}(L_{k_m}) = \delta_{\Omega}(L^*)
\]

which together with the fact that the sequence \( \{ Z_{k_m} \} \) is convergent gives

\[
\lim_{k_m \to \infty} \delta_{\Omega}(L_{k_m}) = \delta_{\Omega}(L^*).  \tag{26}
\]

Therefore, we have

\[
\lim_{k_m \to \infty} g(Z_{k_m}) = \lim_{k_m \to \infty} f(Z_{k_m}) + \lim_{k_m \to \infty} \delta_{\Omega}(H_{k_m}) + \lim_{k_m \to \infty} \delta_{\Omega}(L_{k_m}) = g(Z^*).
\]

Finally, because \( \{ g(Z_k) \} \) is decreasing and \( g(Z_k) \geq 0 \), we have

\[
f(Z^*) = g(Z^*) = \inf_k g(Z_k) = \inf_k f(Z_k).
\]
C. Proof (iii) of Theorem 1

We first show that $Z^* = (H^*, L^*)$ is a coordinatewise minimum [see (1)]. Letting $k_m \to \infty$ in (25) and invoking (26), we have

$$ f(Z^*) + \delta_\mathbb{H}(H^*) + \delta_L(L^*) \leq f(H^*, Z) + \delta_\mathbb{H}(H^*) + \delta_L(L) $$

for all $L \in \mathbb{R}^{M \times N}$, which further implies

$$ g(Z^*) \leq g(H^*, L^* + L), \quad \forall L \in \mathbb{R}^{M \times N}. \quad (27) $$

With similar argument, we also have

$$ g(Z) \leq g(H^* + H, L^*), \quad \forall H \in \mathbb{R}^{M \times N}. \quad (28) $$

Therefore, $Z^*$ is a coordinatewise minimum.

The remaining part is to show that $Z^*$ is a stationary point, which, by (1), is equivalent to show

$$ \lim \inf_{\|Z\|_F \to 0} \frac{g(Z^* + \Delta Z) - g(Z^*)}{\|\Delta Z\|} \geq 0 $$

where $\Delta Z = (\Delta H, \Delta L)$ with $\Delta H, \Delta L \in \mathbb{R}^{M \times N}$. To prove (29), we first utilize Taylor’s theorem to expand $f(Z^* + \Delta Z)$ at $Z^*$ when $\|\Delta Z\|_F \to 0$

$$ f(Z^* + \Delta Z) - f(Z^*) = \nabla f(Z^*) \cdot \Delta Z + o(\|\Delta Z\|) = f(H^* + \Delta H, L^*) - f(Z^*) + f(H^*, L^* + \Delta L) - f(Z^*) + o(\|\Delta Z\|) $$

where the “little-o” notation $o(c)$ is defined by $\lim_{c \to 0} o(c)/c = 0$. With the above equation, we now prove (29) as

$$ \lim \inf_{\|Z\|_F \to 0} \frac{g(Z^* + \Delta Z) - g(Z^*)}{\|\Delta Z\|_F} = \lim \inf_{\|Z\|_F \to 0} \left( \frac{g(H^* + \Delta H, L^*) - g(Z^*)}{\|\Delta Z\|_F} + \frac{g(H^*, L^* + \Delta L) - g(Z^*)}{\|\Delta Z\|_F} \right) \geq 0 $$

where the last inequality follows from (27) and (28).

This completes the proof of Theorem 1.
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